ANTITRUST'S AI REVOLUTION

Daryl Lim
Antitrust law operates like an algorithm. Its lodestar, the rule of reason, is a black box. Unlike most other areas of the law, judges, not Congress, write the rules and sometimes in surprisingly capricious ways. These rules govern everything from Google and Facebook’s “killer acquisitions” to vaccine development agreements during a
Injecting artificial intelligence (AI) into antitrust analysis seems prosaic, but in fact, it is revolutionary.

Courts routinely lean on ideology as a heuristic when they must interpret the rule of reason in light of economic theory and evidence. Chicago School conservatism reined in some excesses of earlier populist and structuralist movements, but it also hampered antitrust enforcement and systemically penalized plaintiffs. Scholars widely agree Chicagoan antitrust overshot its mark and failed to protect consumers against corporate hegemony. Widespread anxiety over excessive private power recently spawned a chorus of voices beckoning a return to antitrust law's populist past. None seem to realize the fix lies in embracing new technology rather than new ideology.

This Article bridges two dominant streams of antitrust scholarship for the first time. First, it shifts the focus from AI as a collusive threat to its potential as a forensic and predictive tool to build the rule of reason from the bottom-up based on big data and computing power rather than top-down with wonky ideology. Second, this new method of algorithmic adjudication presents a new normative paradigm to replace Chicagoan fears of judicial inaptitude and false positives with a truly evidence-based alternative, particularly when dealing with cases involving nascent acquisitions and intellectual property rights. In getting down to the brass tacks, this Article confronts well-known concerns with AI deployment—bias, accountability, and data availability. It explains that these concerns, while legitimate, can be significantly mitigated or, in some cases, comprehensively addressed. The Article concludes by reflecting on the broader implications of algorithmic adjudication beyond antitrust law by discussing atextualism in action, algocracy and the common law, and the implications of plaintiff success to the rule of law.

INTRODUCTION

Many will remember 2020 as the year of antitrust law's rebirth. Congressional politics, network economics, missteps on privacy, and corporate hubris converged to catalyze a deep reassessment of antitrust law's ability to rein in excessive private power. The last time Americans witnessed this level of bipartisan zeal in antitrust law was in 1890 when Congress scrambled to pass the Sherman Act as John D. Rockefeller and Andrew Carnegie's sprawling corporate trusts stifled competition in vital industrial sectors.

1. See discussion infra Part I.B.
Today, Google, Apple, Facebook, Amazon, and Microsoft are the largest U.S. public companies by market capitalization (see Figure 1, below). The Sherman Act sets competitive guideposts in a national economy increasingly threatened by the exercise of market power. Dominant platforms compete directly with the businesses that depend on them while acting as gatekeepers for billions of dollars in economic activity. With more companies relying on fewer digital platforms to trade, antitrust law’s ability to address “killer acquisitions,” the exercise of intellectual property rights, access to vaccines during the COVID-19 pandemic, and even more traditional sectors of the economy will impact us for decades to come. The stakes are, in a word, enormous.


4. See N. Pac. Ry. Co. v. United States, 356 U.S. 1, 4 (1958) (describing the Act as “a comprehensive charter of economic liberty” to rein in the excesses of trusts dominating the economy at that time); see also Harry First, American Express, the Rule of Reason, and the Goals of Antitrust, 98 NEB. L. REV. 319, 327 (2019) (“These five firms, dubbed the ‘Frightful Five,’ have raised fears about excessive power and control of peoples’ lives reminiscent of the fears in the Gilded Age that sparked the Sherman Act.”).

Today, we would never accept treating SARS-CoV-2 patients by bloodletting. Yet under the hood of the modern antitrust machine lurks a methodology that is almost medieval. Antitrust law is based on the belief that unrestrained competitive forces best allocate economic resources, offering the lowest prices and highest quality. Courts have evolved a patchwork of price theory, transaction-cost economics, game theory, and behavioral economics. Its veneer of economic sophistry belies a surprising ad hoc jurisprudence with operative terms like "anticompetitive" remaining ill-defined. Conventionally, judges look at precedent for guidance on how to decide a case before them. However, this approach may be unhelpful with variations in facts when the allegedly anticompetitive practice is new or where precedents are inconsistent with each other. With no consistent way to apply these economic instruments, courts lean instead on ideology and fit evidence and theory into outcomes dictated by their desired worldviews.

Scholars quibble over the appropriate doctrinal architecture upon which to build antitrust's edifice. Most are split between the

---

10. See discussion infra Part I.A.
superiority of Harvard, Chicago, Post-Chicago, and Neo-Brandeisian approaches. Yet, no one has provided a coherent means to mark a better boundary between healthy rivalry and illegality for all the heat generated by scholarly debates. Those seeking guidance from legislative history will find no assistance either. The Sherman Act itself lacks a discernable or enduring mandate to guide its application. Instead, antitrust exists as a "special kind of common law offense," and even textualist judges exercise extraordinary latitude when tasked with statutory interpretation. Why Congress has tolerated this state of affairs has remained a mystery to many.

To decode antitrust, one must therefore understand its rule of reason. Simply put, it is a sequence of rules operationalizing policy judgments about how antitrust law should weigh economic costs, benefits, and possibilities. Courts require plaintiffs to show anticompetitive harm and defendants to show procompetitive benefits.

11. See Christopher S. Yoo, The Post-Chicago Antitrust Revolution: A Retrospective, 168 U. PA. L. REV. 2145, 2146–47 (2020); see also discussion infra Part I. Briefly, the Harvard School assumed illegality of mergers or agreements, allowing firms to exercise market power where they had the potential to benefit consumers by lowering prices or increasing output. See Yoo, supra note 11, at 2151, 2161. In contrast, the Chicago School engaged in extensive factual inquiries to confirm the effects of the conduct on consumers before finding it illegal. See id. at 2149. The Post-Chicago School embraced game theoretic approaches to try to correct the excesses of the Chicago School. See id. at 2159. Neo-Brandeisians focused on broader distributional concerns. See id. at 2166–67.


15. See Cont'l T.V., Inc. v. GTE Sylvania, Inc., 433 U.S. 36, 49 (1977) (explaining that the rule of reason is the "prevailing standard of analysis").

16. See id.
to counterbalance the harm. To say a restraint on competition is legal is to say it is, on balance, benign.

That judicial ledger, bound by loosely worded precedent accumulated over 130 years, does antitrust law's heavy lifting. Its annals are replete with memorable cases—from Standard Oil, where the Supreme Court devised the rule of reason, to Leegin, where it overtly renounced per se prohibitions against minimum resale price maintenance agreements, thus breaking another frontier open to applying the rule of reason, to Amex, where a deeply divided Court could not agree if it recognizes typical signs of antitrust harm when analyzing a two-sided market, with the majority sidestepping the rule of reason altogether.

Listing leading cases is easy. Applying the rule of reason is where the problem lies. Chief Justice Roberts complained about the "amorphous rule of reason." Justice Breyer observed that implementing procompetitive benefits in the rule of reason analysis is an "absolute mystery." Professor Lina Khan concluded that the rule of reason is "unwieldy, indeterminate, and unadministrable." This approach is fiddly and provides no way to navigate some of the most consequential economic decisions in our time.

17. See id. at 59.
18. See Standard Oil Co. v. United States, 221 U.S. 1, 66 (1911).
21. See, e.g., Leegin, 551 U.S. at 916 (Breyer, J., dissenting) ("How easily can courts identify instances in which the benefits are likely to outweigh potential harms? My own answer is, not very easily.").
22. Fed. Trade Comm'n v. Actavis, Inc., 570 U.S. 136, 160, 173 (2013) (Roberts, C.J., dissenting) ("[T]he majority declares that such questions should henceforth be scrutinized by antitrust law's unruly rule of reason. Good luck to the district courts that must, when faced with a patent settlement, weigh the 'likely anticompetitive effects, redeeming virtues, market power, and potentially offsetting legal considerations present in the circumstances.'").
Ill-defined rules are vulnerable to capricious interpretation and weaken the rule of law.\textsuperscript{26} If compliance remains a shot in the dark, the law itself may deter legitimate conduct or cause judges to refuse to enforce it when they should.\textsuperscript{27} Businesses left to flounder in an uncertain regulatory environment will systematically fail to abide by the law.\textsuperscript{28} It is no answer for them that they must wait for a judge to tell them whether a contractual restraint or merger is legal in the face of treble damages.\textsuperscript{29} Byzantine and idiosyncratic rules make litigation highly costly and protracted when disputes arise, requiring extensive discovery and costly expert analysis.\textsuperscript{30} Unfortunately, as judges struggle with the rule of reason, they end up compounding their confusion to the jurisprudence instead.\textsuperscript{31} And when the law struggles to offer clear answers, it creates other problems.

The arc of antitrust history shows that uncertainty tends to skew towards corporate opportunism.\textsuperscript{32} Businesses have much to gain, and the likelihood of being successfully sued for treble damages is low when rules are uncertain.\textsuperscript{33} Judicial permissiveness exacerbates this state of affairs.\textsuperscript{34} Judges, overwhelmed by complex rules and markets approach with clearer ex ante rules is needed).

\textsuperscript{26} See Anthony D'Amato, \textit{Legal Uncertainty}, 71 \textit{CALIF. L. REV.} 1, 6 (1983) ("What is really undesirable about uncertain rules of law is that they leave persons unsure of their entitlements while affording unfettered discretion to official decisionmakers.").

\textsuperscript{27} See Rohit Chopra & Lina M. Khan, \textit{The Case for “Unfair Methods of Competition” Rulemaking}, 87 \textit{U. CHI. L. REV.} 357, 359 (2020) ("[T]he reliance on case-by-case adjudication yields a system of enforcement that generates ambiguity, unduly drains resources from enforcers, [privileges incumbents,] and deprives individuals and firms of any real opportunity to democratically participate in the process of creating substantive antitrust rules.").

\textsuperscript{28} See Thomas A. Piraino, Jr., \textit{A New Approach to the Antitrust Analysis of Mergers}, 83 \textit{B.U. L. REV.} 785, 807 (2003) (stating that the rule of reason has "become so confusing that it preclude[s] antitrust practitioners from advising their clients as to the legality of particular conduct").

\textsuperscript{29} See 15 \textit{U.S.C.} § 15 (2018) (providing for “threelfold the damages by him sustained, and the cost of suit, including a reasonable attorney’s fee").

\textsuperscript{30} See WILLIAM KOLASKY ET AL., ABA SECTION OF ANTITRUST LAW, \textit{CONTROLLING COSTS OF ANTITRUST ENFORCEMENT AND LITIGATION} 1 (2012) (stating that the report was made as "a response to concerns" about both “the costs imposed on businesses by the American system of antitrust enforcement” and “the length of time required to resolve antitrust issues both in litigation and in enforcement proceedings”); Chopra & Khan, \textit{supra} note 28 ("One reason that antitrust adjudication suffers from these shortcomings is that courts analyze most forms of conduct under the ‘rule of reason’ standard [which] involves a broad and open-ended inquiry into the overall competitive effects of particular conduct . . . .").

\textsuperscript{31} See discussion \textit{infra} Part I.A.

\textsuperscript{32} See discussion \textit{infra} Part I.B.

\textsuperscript{33} See Chopra & Khan, \textit{supra} note 27, at 371.

\textsuperscript{34} See id. at 359.
and wary of private litigation, embraced Chicago's statements of faith in the market's ability to renew itself, in turn, systematically diminishing antitrust plaintiffs' ability to prevail.35

Under Chicago's rule, plaintiffs lose an over-whelming majority of cases in the face of heightened procedural, evidential, and substantive barriers,36 even while judges relax scrutiny of vertical agreements, dominant firm behavior, and mergers to benefit defendants.37 Judge Posner summed it up by observing the rule of reason was simply a "euphemism for nonliability."38 Empowering judges to focus on adjudication will be crucial for courts to administer justice more efficiently and effectively in antitrust cases.

For the first time in antitrust law's turbulent history, things could get much easier. "In the same way that Amazon disrupted e-commerce through its inventory and sales algorithms and TikTok's progressive recommendation system keeps users hooked, [artificial intelligence (AI) can] revolutionize antitrust law."39 Lawyers today use AI to analyze contracts, prosecute trademarks, and predict criminal recidivism,40 and scholars envision "automated regulation" as an


38. Richard A. Posner, The Rule of Reason and the Economic Approach: Reflections on the Sylvania Decision, 45 U. CHI. L. REV. 1, 14 (1977); see also Douglas H. Ginsburg, Vertical Restraints: De Facto Legality Under the Rule of Reason, 60 ANTITRUST L.J. 67, 71 (1991) (describing a study where defendants were successful on the rule of reason in more than 90% of cases); Khan, supra note 24 ("[T]he current system provides stability . . . through shielding defendants from liability.").


40. See Josh Kern, AI in Law: Transforming Legal Practice, Clio (Nov. 2, 2021),
imminent reality. AI "can help courts curate and refine precedential antitrust cases, identify anticompetitive effects, ... model innovation effects [in intellectual property rights cases, as well as] counterfactuals in killer acquisition cases." "Big data, deep learning, and data mining can help [courts] identify relevant market variables even in the absence of an established theory and, more broadly, detect connections without ... legal significance that parties do not know or have no capacity to examine." Data-rich analyses can dampen ideological swings, correct systemic plaintiff bias, abbreviate notoriously long and expensive discovery, and finally bring long-sought consistency to antitrust adjudication.

Part I makes a case for an AI revolution. It traces the rule of reason's indeterminacy to its roots in consumer welfare, precedent, ideology, and counterfactuals. It explains why Congress will not provide a fix and how the failure of Chicago's laissez-faire approach on its terms birthed an ill-advised alternative in the form of Neo-Brandeisianism. Part II bridges two dominant streams of scholarship by shifting the focus from AI as a collusive threat to its potential as a forensic and predictive tool to operationalize and refine antitrust jurisprudence. This new method of algorithmic adjudication presents a new normative paradigm to replace Chicagoan fears of judicial inaptitude and false positives with a truly evidence-based alternative, particularly when dealing with cases involving nascent acquisitions and intellectual property rights.

Part III gets down to the brass tacks, confronting well-known concerns with AI deployment—bias, accountability, and data availability. The departure of Google AI ethics researcher Timnit

https://www.cio.com/blog/lawyer-ai/.


42. Lim, supra note 40. See generally JAMES LARUS ET AL., INFORMATICS EUROPE, ACM EUROPE COUNCIL & ACM EUROPE POLY COMM., WHEN COMPUTERS DECIDE: EUROPEAN RECOMMENDATIONS ON MACHINE-LEARNED AUTOMATED DECISION MAKING 9 (2018), https://www.acm.org/binary/content/assets/public-policy/euacm-adm-report-2018.pdf (discussing how AI can assist "judges in making sentencing and incarceration decisions in criminal actions").

43. Lim, supra note 39, at 41; see, e.g., Theodore W. Ruger et al., The Supreme Court Forecasting Project: Legal and Political Science Approaches to Predicting Supreme Court Decisionmaking, 104 COLUM. L. REV. 1150, 1150 (2004) (predicting 75% of the Supreme Court's affirm/reverse results correctly, compared to 59.1% when done by legal experts).

Gebru, allegedly triggered by her concerns over biases in Google’s data models, underscores the challenges of translating AI governance to practice. Part III demonstrates how these concerns, while legitimate, can be significantly mitigated, or in some cases, comprehensively addressed. This Article concludes by reflecting on the broader implications of algorithmic adjudication beyond antitrust law by discussing atextualism in action, algocracy and the common law, and the implications of plaintiff success to the rule of law.

I. THE CASE FOR REVOLUTION

The roots of revolution lie in discontent with the status quo. In the case of antitrust, that discontent springs from its indeterminacy. While that indeterminacy preceded the Chicago School, its influence made it more difficult for courts to apply the rule of reason, and consequently, made it less likely plaintiffs would prevail. This Part explains how and why an antitrust revolution was all but assured.

A. Antitrust’s Black Box

At the heart of every antitrust case is the rule of reason, a rule rooted in probability, not certainty. Professor John Newman blames courts for offering “far too little guidance” and warns that their opinions “carry substantial risk of producing both false negatives and false positives.” Professor Gabriel Feldman memorably described the situation courts face:

Since its creation in 1918, the rule of reason articulated in Chicago Board of Trade has been under constant attack. Referred to as the “antitrust equivalent to . . . water torture,” the rule, which is the

45. See Lim Sun Sun & Jeffrey Chan Kok Hui, Moving AI Ethics Beyond Guidelines, STRAITS TIMES (Dec. 16, 2020, 5:00 AM), https://www.straitstimes.com/opinion/moving-ai-ethics-beyond-guidelines-0 (stating that Dr. Gebru co-led Google’s Ethical AI team and won acclaim for her research on the deficiency of AI in recognizing the faces of women and people of color, risking discriminatory AI systems).


47. See Bd. of Trade v. United States, 246 U.S. 231, 238 (1918). In Justice Brandeis’s “classic” statement of the rule of reason, he explained that the court “must ordinarily consider . . . the nature of the restraint and its effect, actual or probable.” Id.; see also Am. Needle, Inc. v. Nat’l Football League, 560 U.S. 183, 203 n.10 (2010) (“Justice Brandeis provided the classic formulation of the Rule of Reason in Board of Trade of Chicago v. United States . . . .”).

48. Newman, supra note 9, at 531.
primary method for determining the legality of restraints . . . is criticized for, inter alia, representing nothing more than a muddled set of platitudes with no meaningful standards . . . . [C]ritics argue that its execution is cripplingly obtuse and is akin to the proverbial “search for a needle in a haystack.”

Four key factors contribute to and compound the rule of reason’s opacity: 1) the consumer welfare standard, 2) precedent, 3) ideology, and 4) counterfactuals. I discuss each in turn.

1. Indeterminacy of Consumer Welfare

Chicagoan antitrust favors a conservative approach to enforcement guided by the consumer welfare standard.50 Lionized by Yale professor and former Solicitor General Robert Bork in his book The Antitrust Paradox, Bork saw consumer welfare as synonymous with economic efficiency.51 Demand may drive up prices, but those prices simply reflect consumer preference for a superior product; Chicagoan antitrust folded this belief into its jurisprudence.52 Professor Tim Wu observed that consumer welfare was popular because it was a simple enough economic concept that judges, “anxious when asked to decide complex and challenging cases,” could lean on it “as a tool of judicial restraint.”53

In theory, the consumer welfare standard provides stakeholders with a way to determine if a business practice violates antitrust law and functions as a rail guard to keep antitrust on track to benefit

---


51. See generally BORK, supra note 50, at 295–97 (describing the effects of increasing output and avoiding the deadweight welfare loss that comes from a misallocation of resources); see also Kovacic, supra note 35 (“Many commentators attribute to Chicago School scholars—most notably, Judge Robert Bork—the decisive role in gaining broad acceptance for permissive standards governing mergers, vertical restraints, and dominant firm behavior.”).

52. See TIM WU, THE CURSE OF BIGNESS: ANTITRUST IN THE NEW GILDED AGE 91 (2018) (observing that this legitimized consumer welfare allows it to capture antitrust doctrine).

53. Id.; see also Thomas B. Nachbar, Heroes and Villains of Antitrust, in 18 ANTITRUST SOURCE 1, 4 (2019) (“Bork did not invent the consumer welfare standard (that was Director), but he did ‘weaponize’ it against antitrust.”).
consumers as its principal beneficiaries. However, in practice, Bork's consumer welfare standard forces courts to determine an optimal allocation of resources ad hoc. This task may be hard to do and even harder to follow in subsequent cases. Instead of using the "information provided by new cases to tinker[] with old rules," they must now efficiently allocate resources by weighing "the effects of the challenged conduct on consumer welfare" and "decide whether denial of an input or its provision is optimal on a case-by-case basis."

Professor Herbert Hovenkamp sounded a warning that "Bork's conclusion that productive efficiencies are simply incapable of measurement is ludicrous and inconsistent with rational firm behavior." He added that should antitrust's economic goals fail to steer clear from this "I know it when I see it" approach, it risks "return[ing] us to a day when antitrust used very expansive rhetoric but was able to accomplish almost nothing." The costs required of businesses to develop economic evidence of such production efficiencies are enormous and skews against plaintiffs. In those instances, the temptation for judges is to take efficiencies on faith. Over the last several decades, courts have indeed taken on this article of faith in blessing widening price-cost margins and regarding them as nothing more than free-market efficiencies at work.

The overlay of technology complicates consumer welfare analysis. Markets steeped in technology may require courts to balance short-term losses against future predicted gains, an exercise that scholars

54. See Leegin Creative Leather Prods., Inc. v. PSKS, Inc., 551 U.S. 877, 917 (2007) (Breyer, J., dissenting) ("One cannot fairly expect judges and juries in such cases to apply complex economic criteria without making a considerable number of mistakes, which themselves may impose serious costs."); First, supra note 4, at 325 ("Bork's notion of 'consumer welfare,' and the bases of his economic arguments, have been constantly critiqued since the publication of The Antitrust Paradox.").


56. Herbert Hovenkamp, Antitrust's Borderline 19 (Univ. of Pa. Inst. for L. & Econ., Research Paper No. 20-44, 2020); see also Khan, supra note 24, at 1675 ("[C]onsumer welfare suffers from conceptual deficiencies and raises serious practical difficulties, arguments that consumer welfare proponents have yet to seriously engage or rebut.").

57. Hovenkamp, supra note 56, at 21.

58. See Herbert J. Hovenkamp, Antitrust: What Counts as Consumer Welfare? (Univ. Pa. L. Leg. Scholarship Repository, Faculty Scholarship No. 2194, 2020) (https://scholarship.law.upenn.edu/faculty_scholarship/2194) ("Under Bork's tutelage we have seen a dramatic rise in margins, and thus in the presence of monopoly power, over the past forty years.").
have called "speculative, possibly labyrinthine,"\textsuperscript{59} casting doubt on sound judicial judgments in cases of immense legal and economic significance.\textsuperscript{60} The poorly understood legal terrain makes the work of providing meaningful antitrust counseling difficult.\textsuperscript{61} This lack of fair notice raises constitutional due process concerns. As the Supreme Court explained, fair notice concerns arise when a law or regulation "fails to provide a person of ordinary intelligence fair notice of what is prohibited, or is so standardless that it authorizes or encourages seriously discriminatory enforcement."\textsuperscript{62}

Intellectual property rights may trigger bias when judges need to weigh consumer welfare effects. For instance, judges may deem intellectual property rights owners as low risk in antitrust cases more often than non-intellectual property rights owners only because balancing dynamic and static efficiencies were too complicated for generalist judges, resulting in treating their conduct as per se legal rather than because the judges properly conducted a rule of reason analysis and reached that conclusion. The Supreme Court has long taken the position that if an intellectual property owner licenses a product market competitor, the owner may restrict the price at which its competitor sells the licensed product.\textsuperscript{63} Intellectual property has been the basis of the rise of Big Tech firms and precisely why these firms have been able to grow essentially free from antitrust scrutiny.\textsuperscript{64}

In general, the risk in this bias is that courts may dismiss increases in price-cost margins simply as nothing more than efficiencies in play. Indeed, Chief Justice Roberts, writing for the dissent in\textsuperscript{65} _Actavis—a_ case involving pharmaceutical patents—used consumer welfare precisely as the basis for approving reverse payment settlements that resulted in substantially higher prices to consumers. Similarly, the majority in\textsuperscript{65} _American Express—a_ case


\textsuperscript{60} See Fed. Commc'ns Comm'n v. Fox Television Stations, Inc., 567 U.S. 239, 253 (2012) (discussing the importance of laws that give fair notice of forbidden or required conduct).

\textsuperscript{61} See Johnson et al., \textit{supra} note 5 ("Antitrust enforcers are struggling to figure out how to define and police the amount of market power these platforms have amassed . . . . Within antitrust circles, a debate has emerged about whether current law and legal precedent suffice to address the alleged challenges presented by Big Tech platforms.").


dealing with Amex’s anti-steering rules—paid lip service to consumer welfare while endorsing higher consumer prices.66

In sum, the consumer welfare standard forces judges to take efficiencies on faith, and they have tended to do so in intellectual property and technology cases. The consumer welfare standard also forces courts to determine an optimal allocation of resources ad hoc. This task may be hard to do, creating case precedents with little value in guiding later cases. Finally, while it feeds the indeterminacy of case precedent, it is far from the only culprit.

2. Indeterminacy of Precedent

The institutional dynamics of antitrust showcase an unparalleled display of Congressional lawmaking delegation, resulting in a judicial culture for courts to assume greater latitude when interpreting precedent.67 According to Professors Harlan Blake and William Jones, Congress enacted the Sherman Act primarily motivated by a concern for “the abusive behavior of economic giants” and “sympathy for their victims, consumers and businessmen deprived of alternatives and opportunities[].”68 This included freedom of choice for consumers and businesses, fair wealth distribution, and protecting small businesses against exclusionary practices.69 As Professor Daniel Crane put it, “Congress legislates on the popular aspiration for an egalitarian economy organized around small proprietors and independent local businesses and freedom from economic dominance.”70

Post-enactment, however, Congress seemed content to leave it to courts to read the statutes to balance efficiency and industrial progress pragmatically.71 This arrangement meant that courts could embellish the Sherman Act’s text and trim it down in favor of owners of capital.72 Indeed, cases show that courts rejected the economic

(Roberts, C.J., dissenting).

66. See Ohio v. Am. Express Co., 138 S. Ct. 2274, 2294 (2018) (Breyer, J., dissenting); see also Hovenkamp, supra note 56, at 21 (“In both cases the practice was highly profitable to producers, and that was all that mattered.”).

67. See Daniel A. Crane, Antitrust Antitextualism, 96 NOTRE DAME L. REV. 1205, 1255 (2021) (“Old habits die hard, and the habit of antitrust antitextualism grows from the very roots of antitrust history.”). Another way to see this is as a nondelegation problem.


69. See id. at 381.

70. Crane, supra note 67, at 1247.

71. See Farber & McDonnell, supra note 14, at 657 (identifying an intellectually diverse set of scholars who “view the antitrust laws, not as statutory mandates, but as delegations of lawmaking power to the courts”).

72. Cf. Crane, supra note 67, at 1210 (quoting William N. Eskridge, Jr. & John
atomism that catalyzed the Act's enactment in the first place, speaking of the Act as representing a "competitive ideal,"73 "a comprehensive charter of economic liberty,"74 or "the Magna Carta of free enterprise."75 By framing the Sherman Act loftily, judges paid homage to the nation's economic ideals, taking them seriously but not literally.

Consider the Supreme Court's declaration that "the language of § 1 of the Sherman Act . . . cannot mean what it says," reasoning that Congress must not have intended "the text of the Sherman Act to delineate the full meaning of the statute or its application in concrete situations," thus justifying the courts in shaping "the statute's broad mandate by drawing on common-law tradition."76 In doing so, the Court invented a safe harbor for "reasonable" restraints of trade.77 At first blush, "reasonable" is no less an amorphous term than "the public interest" that informs courts whether they should grant injunctive relief.78 However, the centrality of the rule of reason to all antitrust determinations gives courts wide discretion in interpreting the law and the evidence before them, causing precedent to offer little guidance.

The Supreme Court's rulings can be Delphic, leaving it to lower courts to fill in the details which "delay[s] clarity and certainty for years or even decades."79 Lower courts, in turn, already burdened with

---

76. Nat'l Soc'y of Prof'l Eng'rs v. United States, 435 U.S. 679, 687-88 (1978). The Court similarly held that relevant rule of reason considerations include

[T]he facts peculiar to the business to which the restraint is applied; its condition before and after the restraint was imposed; the nature of the restraint and its effect, actual or probable[,] [t]he history of the restraint[,] the evil believed to exist[,] the reason for adopting the particular remedy[,] and the purpose or end sought to be attained . . . .

77. See Standard Oil Co. v. United States, 221 U.S. 1, 59-60 (1911). But see id. at 89-90, 94 (Harlan, J., dissenting) (declining to accept an interpretation of the Sherman Act where Congress intended only to strike down contracts that were unreasonable restraints of trade).
78. See, e.g., eBay, Inc. v. MercExchange, LLC, 547 U.S. 388, 391 (2006) (stating that one of the elements of injunctive relief is showing "that the public interest would not be disserved by a permanent injunction").
79. Chopra & Khan, supra note 27, at 360; see, e.g., Fed. Trade Comm'n v. Actavis, Inc., 570 U.S. 136, 160 (2013) ("We therefore leave to the lower courts the
weighing "the effects of the challenged conduct on consumer welfare [and] decid[ing] whether denial of an input or its provision is optimal on a case-by-case basis," may well be tempted to simply focus on the justice of the case while paying lip service to stare decisis.\textsuperscript{80} Conflicting precedents may result from the ideological shifts over time, bad judgment calls, or judges covertly refusing to follow precedent, which cannot be analogically distinguished. Conflicting precedents create an obstacle in successfully using case precedents as training data for AI, given that a key part of the data is these precedents.\textsuperscript{81} Adding to that, "plaintiffs [sue] in dozens of different courts [presided over by] hundreds of different generalist judges and juries."\textsuperscript{82} All this makes piecing together idiosyncratic facts, that will not add up to give any coherent guidance, difficult, unlike a properly pieced jigsaw puzzle.\textsuperscript{83}

Those seeking to understand and apply antitrust law effectively may be tempted to turn instead to grasp the nuances of terms in the cases themselves. However, the problem, as Bork noted, was "[t]he fact that judges, like the rest of us, have used the word to mean very different things has resulted in the fruitless discourse of men talking past each other."\textsuperscript{84} It is policy, rather than textualism or originalism, that primarily guides each case's result. In turn, that policy is driven by undercurrents of raw ideology and unconscious biases that align loosely worded statutes, choice phrases in legal precedent, and economic jargon to reach outcomes.\textsuperscript{85}

3. Indeterminacy of Ideology

Despite scholars passionately arguing that antitrust is largely technocratic and apolitical,\textsuperscript{86} the emerging consensus indicates the opposite.\textsuperscript{87} Courts that operationalize probabilistic language, like

---

\textsuperscript{80.} See Woodcock, supra note 55.
\textsuperscript{81.} See discussion infra Part II.A.
\textsuperscript{82.} Chopra & Khan, supra note 27, at 360.
\textsuperscript{83.} See id.
\textsuperscript{84.} BORK, supra note 50, at 58.
\textsuperscript{85.} See Marina Lao, Ideology Matters in the Antitrust Debate, 79 ANTITRUST L.J. 649, 650 (2014) (observing that "the Supreme Court and other federal courts, beginning with Continental T.V., Inc. v. GTE Sylvania Inc., have tended to adopt the language of economics and to ground their decisions in economic reasoning").
\textsuperscript{87.} See, e.g., Jonathan B. Baker, Economics and Politics: Perspectives on the structuring of the present rule-of-reason antitrust litigation.").
“plausible,” “potential,” and “likely,” are vulnerable to relying on idiosyncratic biases, making the outcomes vulnerable to ideological stampeding as the judges, forced to balance short-term losses against future predicted gains, may instead fall back on answering more straightforward proxy questions. In response, Professor Joshua Wright advocated for “evidence-based antitrust” as the solution to ideological bias. Professor Marina Lao, however, cautions in response that, “[h]ow one interprets the evidence, and how much and which types of evidence one deems sufficient, will almost certainly be influenced by one’s individual values.”

A court’s ideology persistently—and sometimes insidiously—influences its theoretical lens, its impetus to intervene, the admissibility and weight of the evidence parties present, as well as the relative costs of false negatives to false positives. For instance, steered by Chicago School ideology, judges starting in the 1960s became convinced that mistaken intervention error costs were real and feared. Because antitrust law applies to all industries, a practice outlawed for one firm or industry would be outlawed for all firms in all industries—not to mention the treble damages that the liable antitrust defendant would have to pay. By 1979, the Supreme Court was convinced antitrust should only intervene in conduct “known to be always or almost always harmful to consumers.”

Chicagoans believe anticompetitive exclusion is ineffective and enjoy several ready justifications, including prevention of free-riding, minimization of transaction costs, and permission of straightforward profit maximization. False positives are more costly than false
negatives in that false positives deter procompetitive conduct and efficiencies from falsely condemned restraints will result in long-lasting adverse effects. In contrast, the adverse effects of false negatives dissipate as the market self-corrects. The economics yield a system where, as Wright observed, “[c]ourts and enforcement agencies retain broad discretion in selecting theoretical models ad hoc, tailoring decisions to the arbiter’s relative economic sophistication, intellectual priors, or even desired result,” which ironically echoes similar criticisms of ad hoc enforcement that Chicago School scholars criticized in the pre-Chicago era.

Unfortunately, Chicagoan antitrust has not developed a reliable way to weigh false positive and false negative risks or estimate their relative costs. Wright himself acknowledges empirical evidence is “scarce” and “does not conclusively show that exclusive dealing is always or only pro-competitive.” The likelihood of harm, he notes, is “a set of possibility theorems.” Similarly, Lao warned that economic propositions might be unprovable because they require incommensurable values or because the necessary data is unavailable or deficient. Economic analysis is particularly likely to be indeterminate when the restraint has anticompetitive and procompetitive justifications. In such instances, their effects may be unquantifiable. Yet this has not stopped judges, who are worried about chilling procompetitive conduct and the high costs of litigation on the one hand, while dismissive of the costs of failing to deter harmful conduct on the other, from still relying on unsupported claims about competitive effects.

or exclusion . . . ”).


98. Wright, supra note 89, at 241.


100. Lao, supra note 85, at 663.


102. Id. at 3.

103. Lao, supra note 85, at 654–55.

104. See Wright, supra note 89.

105. See id. (noting decisions are “influenced by subjective considerations, prior beliefs, and ideology”).

106. Jonathan B. Baker et al., Joint Response to the House Judiciary Committee
Innovation and new technologies are where the battle is most fierce. As traditional manufacturing gave way to a research and development (R&D) based economy, the overlay of innovation tradeoffs to price and output in dynamic markets fuses judicial conservatism, and the wide discretion in antitrust cases ossify enforcement of the law. Professors Alison Jones and William Kovacic observe that these have climaxed into:

[a] widespread debate and intensified demands for a redirection of antitrust policy and the application of other policy instruments to increase competition. High on the agenda is an extension of policy to provide greater control of the practices of leading technology companies (or Tech Giants) and dominant firms in other sectors such as agribusiness and pharmaceuticals.107

Chicagoans believe dominant firms do a better job of funding large R&D projects and appropriate reinvestment returns through economies of scale and scope.108 For them, robust property rights ensure technology owners can realize the economic potential of assets.109 Justice Scalia typified this view when he wrote in Trinko that the prospect of charging monopoly prices attracts "business acumen" and "induces risk taking that produces innovation and economic growth."110 Market intervention could dissuade firms from striving to innovate.111 In such cases, intervention may spell catastrophe because innovation fuels economic growth.112

A judge's ideology on innovation has a particular salience for antitrust cases involving intellectual property rights. Courts
assessing the legality of allegedly anticompetitive conduct rely on hypothesis-driven assessments reflecting ideological biases. Professor Tom Cotter thus observed, “[e]conomic theory is often inconclusive, and observers who bring different ‘priors’ to the table sometimes can interpret the evidence in very different ways.”\textsuperscript{113} For instance, when intellectual property is concerned, the tendency is for courts to approach efficiencies with greater credulity than anticompetitive effects.\textsuperscript{114}

Conventional wisdom teaches that technological progress is the greatest booster of economic prosperity.\textsuperscript{115} Innovation fuels dynamic markets and enhances consumer welfare.\textsuperscript{116} However, how one gets there remains unclear and hotly debated. It is well established that the arc of innovation follows an inverted “U-shape” curve.\textsuperscript{117} Competition increases innovation but at a decreasing rate.\textsuperscript{118} Beyond a certain point, the rate of innovation becomes negative with increasing competition.\textsuperscript{119} This asymmetrical treatment of harms and benefits cannot be justified conceptually based on the relative differences in probabilistic proof strength. The fact that parties may not prove efficiencies does not justify maintaining a different standard of proof based on the judge’s ideology.

Consider how several courts have held that intellectual property rights' assertion is a “presumptively rational business justification for a unilateral refusal to deal.”\textsuperscript{120} Recently, the most noteworthy involve


\textsuperscript{114} See, e.g., Novell, Inc. v. Microsoft Corp., 731 F.3d 1064, 1078 (10th Cir. 2013) (“[E]xperience teaches that the process of firms investing in their own infrastructure and intellectual property and competing rather than colluding normally promotes competition and consumer gains—and the intent to undo a competitor in this process should hardly surprise.”).


\textsuperscript{116} Id. at 4.

\textsuperscript{117} See Philippe Aghion et al., Competition and Innovation: An Inverted-U Relationship, 120 Q.J. ECON. 701, 703 (2005).

\textsuperscript{118} See id.

\textsuperscript{119} See id.

\textsuperscript{120} SOLIDFX, LLC v. Jeppesen Sanderson, Inc., 841 F.3d 827, 841–43 (10th Cir. 2016) (holding that provider of aviation terminal charts had a valid business justification for refusing to deal with a software developer even after the parties had entered into a license agreement); see, e.g., In re Indep. Serv. Orgs. Antitrust Litig., 203 F.3d 1322, 1329 (Fed. Cir. 2000) (noting that the right is “consistent with both the
conspiracies to delay generic drug entry and the scope of licensing obligations of owners of patents over standardized telecommunications technology who have undertaken to grant access on "fair, reasonable, and nondiscriminatory (FRAND) terms." Adjudicating these cases requires courts to determine if the offensive conduct disrupts the consumer-preference-signaling processes. Intellectual property owners, usually patentees, will argue about their control over how their rights are exploited, who gets to them, and what terms are critical to incentizing innovation.

In Qualcomm, the Ninth Circuit favored limiting mandated dealings with rivals, believing they would decrease investment and innovation incentives. The implied concern is that rivals, assured of access to the proprietary technology, would be less motivated to find a creative alternative. It was irrelevant to the court whether the industry would perform even better than it did had Qualcomm's conduct not impeded competition. The court was reticent "to ascribe

antitrust and the copyright laws").


122. See, e.g., id. at 31 ("MediaTek's and Intel's delayed entry into the CDMA modem chip market show that the 'onerous front-end investments' required to develop modem chips pose structural entry barriers . . . The inquiry into entry barriers focuses on 'external factors at work precluding entry into the market,' rather than the defendant's conduct.") (citations omitted); see also Lao, supra note 85, at 659 ("While most in the antitrust mainstream would agree that antitrust law should foster (or at least not impede) economic growth and innovation, there is no consensus on the relationship between market structure and innovation.").

123. See Daniel R. Cahoy, Patently Uncertain, 17 NW. J. TECH. & INTELL. PROP. 1, 30 (2019) ("The predictability of property law—which includes the social commitment to the system—reduces the costs of dealing with the extra-legal protection and underground transactions that must accompany informal ownership. Knowing this protection exists permits innovators to allocate costs to other aspects.").


125. See Alaska Airlines, Inc. v. United Airlines, Inc., 948 F.2d 536, 549 (9th Cir. 1991) ("Every time the monopolist asserts its market dominance" by refusing to grant access to a resource to its competitor, that competitor "has more incentive to find an alternative supplier, which in turn gives alternate suppliers more reason to think that they can compete with the monopolist.").

126. See Qualcomm, 969 F.3d at 1005. The Southern District of New York likewise observed that:

Several federal courts have recognized that certain markets should be characterized as dynamic by reason of constant innovation and other rapid changes, and that analysis of antitrust effects of specific
antitrust liability in these dynamic and rapidly changing technology markets without clearer proof of anticompetitive effect.” Instead, it cautioned against mistakenly characterizing new technologies and new business strategies as anticompetitive and limited breaches of standard-setting undertakings to patent or contractual remedies.

In filing for an en banc rehearing, the Federal Trade Commission (FTC) pointed to the panel’s disregard of precedent in “elevating patent-law labels over economic substance,” by “holding that harms to Qualcomm’s customers are ‘beyond the scope of antitrust law.’” The FTC argued that the panel should have seen Qualcomm’s anticompetitive ploy to secure its chip monopoly by penalizing rival product purchases. In particular, it argued that the court “seriously erred” when it dismissed the lower court’s findings about the harm to [manufacturers]—including higher prices that are passed on to retail consumers—because [manufacturers] ‘are Qualcomm’s customers, not its competitors.” However, it will be difficult for the FTC and others to convince the court that it had erred. Those with anti-access (or pro-access) beliefs tend to cherish them viscerally.

Consider also Professor Phillip Areeda’s class critique of the essential facilities doctrine. While ostensibly trying to preserve incentives to invest, his derisive tone portrayed it as an incursion into transactions in such markets warrants more particularized consideration than courts accord under traditional economic analysis, to that extent counseling greater caution in judicial intervention.


127. Qualcomm, 969 F.3d at 1003.

128. Id. at 1005 (stating “the remedy for such a breach lies in contract and patent law”).


130. Id. at 17.

131. Id. at 16.

property rights and warned "[t]he trouble with . . . the essential facilities notion is that [it] start[s] with the assumption that all business assets are subject to sharing." Then, he asks rhetorically, "[d]o we really want to assume that everything we have is up for grabs?" Similarly, those beliefs transcend the subject matter of the case and have a broader application. Thus, Professor Daniel Cahoy expressed that "[a] firm is much less likely to invest in a manufacturing facility in a country in which such private property is subject to nationalization . . . . [T]he impact of reduced property incentives is relevant to innovators whether in the realm of physical or intellectual."

The result is that plaintiffs pursuing antitrust remedies—whether agencies, states, or private entities—must cross a high bar, particularly for exclusion and the duty to deal with rivals. Chicago overemphasizes the risk and cost of false positives while overlooking the risk and cost of false negatives. The resulting low to non-existent antitrust checks against patent exploitation results in systemically broad patent rights that impede follow-on innovators and exert an unjustified tax on consumers.

In the decades since Chicago's ascendency, the scholarly debate has focused on redefining antitrust's goals, exemplified by Post-Chicago theories such as raising rival costs, but generally adhering to Chicago's platform of economic-focused discourse. The growing concern over the market power in the 1990s through the 2000s by Microsoft's operating systems gave new energy to theories of network effects and customer switching costs.

Post-Chicagoans offered these as evidence to support their assertion that innovation involves many contributors and warned of a "monoculture risk" without robust antitrust enforcement. When

133. Areeda, supra note 132, at 852 n.46.
134. Id.; see also Lao, supra note 85, at 679 (“The language of [Professor Areeda’s] statements reflects a disdain for the essential facilities doctrine that is evidently based more on a sense of the sanctity of property rights than on the economics of the duty to deal.”).
135. Cahoy, supra note 123.
137. See id.
139. See Baker et al., supra note 106, at 4 (“[T]he economic studies indicating that market power has grown over time suggest that it has increased particularly among firms that extensively employ information technology, both in information technology industries themselves and elsewhere in the economy.”).
140. See Kenneth J. Arrow, Economic Welfare and the Allocation of Resources for Invention, in The Rate and Direction of Inventive Activity: Economic and
farmers plant just one crop variety, its failure leads to devastation. Monopolists extract maximum profits and have less incentive to innovate, and intervention spurs innovation and economic growth. In contrast, mandatory sharing would “unleash innovation and competition from the dominant firm’s rivals, particularly in complementary markets, which ought to be taken into account in the calculus of the total effects of compulsory access on incentives to innovate and on actual useful innovation.” In fact, this was the district court’s view in Qualcomm when it held that Qualcomm’s refusal to license its technologies to rival chipmakers—its “no license, no chips” policy—and its “unreasonable” royalty rates violated antitrust law.

However, without a rudder or compass, Post-Chicagoans may be just as likely to over-enforce antitrust law against intellectual property rights owners, as Chicagoans have been in under-enforcing it. In this regard, Cotter cautions that “no one knows precisely how to craft IP rights to attain the hypothetical ideal at which they produce the maximum surplus of social benefits over social costs; and we certainly cannot expect antitrust enforcers, of all people, to try making such decisions on a case-by-case basis.” Patents fall short of achieving a social optimum by being too weak or too strong, defined by ideology, and unverified by facts.

Studies show that businesses make overly optimistic predictions about their future success, including factors such as efficiencies that they could capture from mergers or otherwise anticompetitive conduct, and judges believe them. It is one reason plaintiffs end up


142. Lao, supra note 85, at 662.
145. Id.
146. See Jonathan S. Baker & Carl Shapiro, Detecting and Reversing the Decline in Horizontal Merger Enforcement, 22 ANTITRUST 29, 33 (2008) (“There is considerable evidence that acquiring firms are systematically over-optimistic about the efficiencies they can achieve through acquisition. This evidence does not support the view that merger-specific efficiencies are common or that claims of efficiencies made by merging parties should generally be credited.”). See generally Anand Mohan Goel & Anjan V. Thakor, Rationality, Overconfidence and Leadership 3–4 (Univ. of Mich. Bus. Faculty Rsch., Paper No. 00-022, 2000), http://deepblue.lib.umich.edu/bitstream/2027.42/35648/2/b2034712.0001.001.pdf (showing that overconfident managers are more likely to be selected as leaders than less confident managers).
bearing an amplified burden of persuasion in proving anticompetitive harm.\footnote{147} Professor Cass Sunstein cautioned against this "paralyzing" result because it stymies intervention.\footnote{148} If requiring intellectual property owners to change their business practices may create a 10% risk, a hundred people will benefit, and there will be a 10% probability that a hundred people will be harmed. A rational algorithm may see that introducing the new practice benefits a hundred people and should therefore intervene. A judge, weighing losses more heavily than gains, may not.

Handicapped by the inability to contemplate an increasing flood of data from increasingly complex and dynamic markets, courts, whether guided by Chicago, Harvard, or Post-Chicago Schools, leaned on their ideology of choice as a convenient heuristic.\footnote{149} In these instances, Cotter observes that:

\begin{quote}
[\text{T}he end result can vary dramatically, depending on the facts. And while the evidence may never be clear enough for enforcers to attain absolute certainty about the future course of innovation, it is surely better to rely on the evidence, such as it is, than to make policy based on a priori assumptions.\footnote{150}]
\end{quote}

For instance, Post-Chicago models assume decisions must be made in a particular order.\footnote{151} Accordingly, Professor Christopher Yoo observes that "[t]he dependence of these models on these restrictive assumptions often makes them susceptible to large, discontinuous changes in response to small changes to the underlying parameters."\footnote{152} At the heart of these parameters lie counterfactuals, which are inherent in every antitrust case.

\footnote{148. \textit{See id.}}
\footnote{149. Cotter, \textit{supra} note 113, at 13.}
\footnote{150. \textit{Id.}}
\footnote{151. \textit{See Malcolm B. Coate \& Jeffrey H. Fischer, Can Post-Chicago Economics Survive Daubert?}, 34 AKRON L. REV. 795, 797 (2001) ("[T]he outcome of a [Post-Chicago economics] model often depends on whether customers or competitors can undertake strategies to counter the alleged anticompetitive behavior. In other cases, the order in which the parties execute strategies is important.").}
\footnote{152. Christopher S. Yoo, \textit{The Post-Chicago Antitrust Revolution: A Retrospective}, 168 U. PA. L. REV. 2145, 2162 (2020), \url{https://scholarship.law.upenn.edu/faculty_scholarship/2237}; \textit{see also} Coate \& Fischer, \textit{supra} note 151, at 823 ("[Post-Chicago] theories are highly sensitive to the assumptions used.")}
4. Indeterminacy of Counterfactuals

Counterfactuals are embedded in the rule of reason since every balancing exercise requires judges to consider a world without the alleged pro- and anti-competitive effects. To simplify the balancing, courts in antitrust law's early days devised per se rules by using the damning presence of an agreement to fix prices and the like as a heuristic of market inefficiency without engaging in that counterfactual exercise, giving defendants no opportunity to prove the value of those restraints.\(^{153}\) A judge's unfamiliarity with the industry at issue was less of an impediment as it would be able to apply precedent across industries, or, as the Supreme Court wrote, it "establishes one uniform rule applicable to all industries alike."\(^{154}\) Indeed, courts have noted that, far from being a reason not to apply the per se rule, a judge's lack of experience in that industry was precisely the reason why they should do so.\(^{155}\)

[L]ike the tide receding from the shoreline, the receding cover of per se rules left lower courts the unenviable task of weighing counterfactuals based on shifting social and economic theories, leaving practitioners worried that more and more adjudication [would take] place under conditions of ignorance and uncertainty due to imperfect information and [] limited capacity for cognition.\(^{156}\)

153. See United States v. Joyce, 895 F.3d 673, 677–78 (9th Cir. 2018) (quoting N. Pac. Ry. Co. v. United States, 356 U.S. 1, 5 (1958)) ("The very purpose of the per se rule is to 'avoid[] the necessity for an incredibly complicated and prolonged economic investigation into the entire history of the industry involved, as well as related industries, in an effort to determine at large whether a particular restraint has been unreasonable."); John M. Yun, Are We Dropping the Crystal Ball? Understanding Nascent & Potential Competition in Antitrust, 104 MARQ. L. REV. 613, 639 (2021) ("Thus, the act itself is sufficient to find a violation. No explicit counterfactual exercise is needed.").


155. See id. at 333, 349–50.

156. Lim, supra note 39, at 42; see also Jonathan Jacobson & Christopher Mufarrige, Acquisitions of "Nascent" Competitors, ANTITRUST SOURCE, Aug. 2020, at 1, 11, https://www.wsgr.com/a/web/28843/jacobson-0820.pdf ("These questions are complex enough standing alone, but the contexts in which they arise exacerbate their complexity. Much competition in tech is indirect. Firms often look nothing like each other, but have actual and substantial impacts on each other's business.").
By 1977, the Supreme Court declared, "[p]er se rules of illegality are appropriate only when they relate to conduct that is manifestly anticompetitive."157 In *Leegin*, for instance, the Court emphasized its general reluctance to apply the per se rule unless the courts "can predict with confidence that the restraint would be invalidated in all or almost all instances under the rule of reason."158 In contrast, four dissenting justices maintained there were anticompetitive risks with resale price maintenance such as diminishing price competition among dealers of a single brand as well as reinforcing tacit collusion.159

Under circumstances of ignorance and uncertainty, the burden of proving the counterfactual becomes decisive. The work of scholars like Professors Rebecca Allensworth and Michael Carrier reveal courts rarely conduct any balancing at all, with courts in the last decade omitting the balancing step altogether.160 Defendants who offer some procompetitive benefit are exonerated even if plaintiffs succeed in showing anticompetitive harm.161 This risk of systemically prejudicing plaintiffs may well have been why the Supreme Court devised per se rules in the first place.

Two cases from the same court—the United States Court of Appeals for the D.C. Circuit—illustrate three points: 1) the decisive nature of this burden of proof 2) the indeterminacy of precedent,162 and 3) judges' inability to properly perform analogical reasoning because the Chicagoan formulation of the rule of reason makes precedent easy to ignore.163 In *Microsoft*, the court held that even a modest probability of a detrimental outcome should warrant placing the burden on the defendant.164 Otherwise, it reasoned, defendants may have the perverse incentive "to take more and earlier anticompetitive action."165 As the court put it:

---

159. *See id. at 910–11 (Breyer, J., dissenting).*
162. *See supra Part I.A.2.*
163. *See supra Part I.A.3.*
164. *See United States v. Microsoft Corp.*, 253 F.3d 34, 59 (D.C. Cir. 2001); *see also Furman ET AL., supra note 25, at 13, 99–100 (advocating a "balance of harms" approach that condemns mergers resulting in harm in expected value terms and criticizing a more-likely-than-not test as "unduly cautious").
165. *Microsoft Corp.*, 253 F.3d at 79 ("Microsoft points to no case, and we can find
Neither plaintiffs nor the court can confidently reconstruct a product's hypothetical technological development in a world absent the defendant's exclusionary conduct. To some degree, "the defendant is made to suffer the uncertain consequences of its own undesirable conduct." ... [It] would be inimical to the purpose of the Sherman Act to allow monopolists free reign to squash nascent, albeit unproven, competitors at will—particularly in industries marked by rapid technological advance and frequent paradigm shifts ... 166

However, less than a decade later, in Rambus, the court abruptly required the government to bear the burden of overcoming that uncertainty and found that the government failed to prove but-for causation. 167 Rambus "has been criticized, both on the basis of its antitrust analysis and as a matter of public policy, inasmuch as it failed to sanction conduct that was widely condemned as deceptive." 168 As Professors Jay Kesan and Carol Hayes observed, the Rambus holding "is potentially broad enough to restrict or eliminate the application of antitrust law in cases involving patents that are part of a standard." 169 The Rambus court also ignored Microsoft's rejection of a "but-for" standard and who took the reins of monopoly power or how they obtained that power, despite Supreme Court precedent teaching that efforts to obscure "information desired by consumers for the purpose of determining whether a particular purchase is cost justified is likely enough to disrupt the proper functioning of the price-setting mechanism of the market that it may be condemned" under antitrust law. 170

Mergers and acquisitions add new dimensions to the rule of reason analysis. The analysis typically compares a hypothetical market outcome with the merger or acquisition to a hypothetical market

---

none, standing for the proposition that, as to § 2 liability in an equitable enforcement action, plaintiffs must present direct proof that a defendant's continued monopoly power is precisely attributable to its anticompetitive conduct." 166. Id. at 79 (quoting 3 PHILLIP E. AREEDA & HERBERT HOVENKAMP, ANTITRUST LAW ¶ 651c, at 78 (3d ed. 1996)).


outcomes without it.171 Courts often stampede the efficiency of mergers once they determine possible anticompetitive effects. In a study of twenty-three U.S. merger cases litigated between 1986 and 2009, Jamie Moffitt reported that “[a]lthough courts claim to be balancing merger-generated efficiencies with other negative factors affecting market competition,” they are actually “making an assessment of the relevant concentration in the applicable market and then allowing that initial assessment to color their recognition of claimed efficiencies.”172

Even in successful cases, controversy persists. For instance, the Justice Department’s breakup of AT&T has been lauded by a European Commission report for “unleashing innovation,”173 and Professor John Lopatka panned its intervention with IBM as “the greatest waste of resources in the history of antitrust enforcement.”174 Professors Ariel Ezrachi and Maurice Stucke push back, however, arguing that the IBM case may have “opened a competitive portal, namely IBM’s decision to unbundle software from its computers, which enabled software development to flourish.”175 Similarly, they argue that prosecutions of Microsoft in the 1990s–2000s “provided a competitive portal for Google’s browser and search engine, and Facebook’s social network.”176

More recently, in 2019, the Justice Department lost its challenge to the AT&T/Time Warner transaction by failing to convince a federal district court and the subsequent appeals court that the merger may substantially lessen competition.177 AT&T’s argument that the firm would not be able to use the merger to gain leverage over customers and hike costs prevailed over the government’s predictions about how AT&T would exercise its newfound bargaining power.178 Within months, AT&T shut down HBO access to Dish.179 Similarly, while

171. See, e.g., Brown Shoe Co. v. United States, 370 U.S. 294, 323 (1962) (“Congress used the words ‘may be substantially to lessen competition’ (emphasis supplied), to indicate that its concern was with probabilities, not certainties. Statutes existed for dealing with clear-cut menaces to competition; no statute was sought for dealing with ephemeral possibilities.”).


175. Ezrachi & Stucke, supra note 115, at 32.

176. Id.


178. See AT&T, Inc., 310 F. Supp. 3d at 199.

179. See Klint Finley, HBO Goes Dark on Dish. Monopolist Move, or Publicity Stunt?, WIRED (Nov. 1, 2018, 6:40 PM), https://www.wired.com/story/hbo-dark-dish-
AT&T pledged the transaction would enable it to lower consumer prices.\textsuperscript{180} AT&T increased prices instead by as much as 50\%.\textsuperscript{181}

When the case involves acquisitions targeting companies in the early stages of product development, the merger analysis must not only forecast a world where something has not yet happened, but it must do so without the data points that a history of actual marketplace competition provides.\textsuperscript{182} There are usually no direct competitors to the acquired companies to challenge these acquisitions, and harm to the acquirers' competitors may be too speculative at that point.\textsuperscript{183} In these instances, scholars and enforcers caution against enforcement, given "the uncertain growth potential associated to the target involved."\textsuperscript{184}

This outcome is parallel to the problem of assessing innovation effects in intellectual property cases. We cannot know if the acquisition precluded greater competitive R&D that might have happened but for the acquisition compared to the funding benefits resulting from the acquired from the acquirer. Nonetheless, the law requires judges to combine muddled precedent and guesswork to reach legally enforceable conclusions that affect not just the parties before them but, through the precedential force of their own opinions, those in other industries for years to come. Given how impossible these counterfactual inquiries are, one option is to give up on antitrust


\textsuperscript{182} See C. Scott Hemphill & Tim Wu, Nascent Competitors, 168 U. PA. L. REV. 1879, 1887 (2020) ("Whether that innovation will make a difference in the marketplace is subject to significant uncertainty. That is due to the unpredictable rate and direction of technological change.")

\textsuperscript{183} See id. at 1907.

Ending antitrust enforcement is exactly what supporters of “killer acquisitions” argue—whether users would be even better off without the acquisition is speculative. They have argued that “the ability of the enforcer to predict technological changes and synergies in assessing the future pro- and anti-competitive effect of a transaction” is a key challenge. Instead, they praise these acquisitions for unleashing new features to improve product offerings, providing greater access to research and development capabilities, supplying the acquired firm’s users with greater support, and rewarding venture capitalists. For instance, when Facebook acquired Instagram, Instagram had no revenue and a few employees. Thirty million Instagram users grew to one billion, and Facebook users increased from 900 million to two billion simultaneously. Facebook’s experience managing user volume and infrastructure access allowed Instagram to expand output and manage the content accompanying this explosive growth.

However, it is also possible that competitive pressures from nascent rivalry increase the incumbent’s competitive pressure to innovate in anticipation, pushing antitrust law toward prohibiting killer acquisitions. Empirical work by Carolina Destailleur G.B. Bueno et al. models killer acquisitions and illustrates how an incumbent firm buys it before it can undermine its dominance, thereby disrupting the industry. They argue that:

185. An alternative to giving up enforcement is to return to per se rules. See infra Part II (detailing how AI makes this alternative possible).
186. See Jacobson & Mufarrige, supra note 156, at 9 (“The empirical evidence we have of the various acquisitions that critics claim are problematic suggests a substantial increase in output post-merger.”).
188. Jacobson & Mufarrige, supra note 156, at 1.
192. See Destailleur G.B. Bueno et al., supra note 184, at 30 (“The scenario in which small companies reach the point of exponential growth is exactly what killer acquisitions aim to avoid . . . . [T]he companies’ growth levels increase so significantly . . . that they will soon replace once dominant companies in the market which did not
[E]ven though it is unforeseeable which projects could have been further developed and useful for society if the target had not been acquired at an early stage, and which ones could not, considering that the market and consumers might be significantly affected by these transactions, antitrust authorities should be worried or at least vigilant on this situation.193

Nascent rivals compete for the market, not merely within the market194. A bias toward intervention would aid dynamic efficiency since innovation may be the only way to dislodge the incumbent.195

In sum, ad hoc adjudication has yielded indeterminate antitrust rules over decades, undermining the rule of law.196 As more administrable per se rules gave way to the pliable rule of reason analysis, it has also devolved beyond judicial competence to apply.197 Unelected judges devising legal rules "as they see fit" is democratically illegitimate.198 Congress never intended the Sherman Act to be a "consumer welfare prescription," yet that is what the Supreme Court declared.199 Businesses left to flounder in uncertain

keep up with the technological development in course.").

193. Id. at 36.

194. Hemphill & Wu, supra note 182.

195. See id. (providing the example of "a new platform for developing software or decoding a genome").

196. See generally Fed. Commc'ns Comm'n v. Fox Television Stations, Inc., 567 U.S. 239, 253 (2012) (explaining that a lack of fair notice raises constitutional due process concerns). As the Supreme Court has explained, fair notice concerns arise when a law or regulation "fails to provide a person of ordinary intelligence fair notice of what is prohibited, or is so standardless that it authorizes or encourages seriously discriminatory enforcement." Id. (quoting United States v. Williams, 553 U.S. 285, 304 (2008)).

197. See, e.g., Fed. Trade Comm'n v. Actavis, Inc., 570 U.S. 136, 173 (2013) (Roberts, C.J., dissenting) (quoting Actavis, Inc., 570 U.S. at 149 (majority opinion)) ("[T]he majority declares that such questions should henceforth be scrutinized by antitrust law's unruly rule of reason. Good luck to the district courts that must, when faced with a patent settlement, weigh the likely anticompetitive effects, redeeming virtues, market power, and potentially offsetting legal considerations present in the circumstances."); Leegin Creative Leather Prods., Inc. v. PSKS, Inc., 551 U.S. 877, 916 (2007) (Breyer, J., dissenting) ("How easily can courts identify instances in which the benefits are likely to outweigh potential harms? My own answer is, not very easily.").


199. See Reiter v. Sonotone Corp., 442 U.S. 330, 343 (1979) (quoting BORK, supra note 50) ("Congress designed the Sherman Act as a 'consumer welfare prescription.'"); Khan, supra note 24, at 1679 (noting how the Supreme Court overrode "a clear legislative record with a fictitious account that remains law today").
rules will fail in complying with antitrust law. Worse, permissive precedents discourage private suits and government enforcement even in facially meritorious cases, emboldening dominant businesses to the detriment of non-dominant ones.\textsuperscript{200} If the rule of reason represents antitrust law's operating system, its code is written in Chicagoan logic programming. Understanding Chicago's logic is, therefore, crucial in reforming its flaws.

\textit{B. Chicago's Rule}

It is difficult to overstate the Chicago School's sweeping impact on nearly every facet of antitrust. Courts eliminated challenges to unilateral refusals to deal and predatory pricing claims,\textsuperscript{201} readily presumed monopolies promote innovation,\textsuperscript{202} forced plaintiffs to prove market output reductions while ignoring price increases,\textsuperscript{203} insulated horizontal mergers from challenge in markets with more than a handful of rivals,\textsuperscript{204} accepted self-interested testimony of defendants' executives inconsistent with economic reasoning and documentary evidence,\textsuperscript{205} systematically favored defendants in vertical restraints.

\begin{itemize}
\item \textsuperscript{200} See, e.g., Baker et al., supra note 106 ("Each of those mistaken assumptions leads courts to underestimate the likelihood [of] antitrust violations and the resulting harm.").
\item \textsuperscript{201} See, e.g., Brooke Grp. Ltd. v. Brown & Williamson Tobacco Corp., 509 U.S. 209, 223, 227 (1993) (warning of the "intolerable risks of chilling legitimate price-cutting" and asserting that below-cost pricing and recoupment is unsustainable); Novell, Inc. v. Microsoft Corp., 731 F.3d 1064, 1072–73 (10th Cir. 2013) (explaining that "today a monopolist is much more likely to be held liable for failing to leave its rivals alone than for failing to come to their aid" and defending a "presumption of legality" for unilateral conduct).
\item \textsuperscript{202} See, e.g., Verizon Commc'ns, Inc. v. L. Offs. of Curtis V. Trinko, LLP, 540 U.S. 398, 407 (2004) (construing the Sherman Act to "safeguard the incentive to innovate" by allowing firms to exercise monopoly power); see also Giulio Federico et al., Antitrust and Innovation: Welcoming and Protecting Disruption, 20 INNOVATION POL'Y & ECON. 125, 155–56 (2020) (discussing the "fallacy" of inferring the absence of exclusionary conduct from the presence of market improvements).
\item \textsuperscript{203} See Ohio v. Am. Express Co., 138 S. Ct. 2274, 2285 n.7 (2018) (requiring plaintiffs to prove vertical restraints harm competition in a market encompassing both a two-sided market and rejecting proof of direct evidence by requiring market definition to evaluate defendant market power); see also id. at 2297 (Breyer, J., dissenting) ("The majority . . . seems categorically to exempt vertical restraints from the ordinary 'rule of reason' analysis that has applied to them since the Sherman Act's enactment in 1890.").
\item \textsuperscript{204} See William E. Kovacic, Assessing the Quality of Competition Policy: The Case of Horizontal Merger Enforcement, 5 COMPETITION POL'Y INT'L 129, 143–44 (2009) (describing the relaxation of the threshold number of significant post-merger competitors, prompting agency scrutiny of horizontal mergers from the 1960s through the 2000s, which was influenced by changing judicial standards).
\item \textsuperscript{205} Baker et al., supra note 106, at 5–6 n.22.
\end{itemize}
litigation, and expanded their ability to grant defendants immunity from the antitrust laws.

Once Chicagoans denied the plausibility of anticompetitive harm from foreclosure and secondary market leverage, courts readily found allegedly anticompetitive refusals to deal, exclusive dealing, and tying implausible. Antitrust minimalism was supported by its resounding faith in efficient business conduct and self-correcting markets, and against that, the potential for penalizing innovation and success. Chicagoans tout, without evidence, how acquisitions add useful features to existing products consumers favor, as well as "a valuable exit ramp for investors, encouraging future investments in innovation."

That Chicago failed on its terms has become increasingly clear. For years, scholars warned against seduction by laissez-faire. Laissez-faire antitrust has spawned a systemic increase in market

---

206. See Ginsburg, supra note 38.
207. See, e.g., Credit Suisse Sec. (USA), LLC v. Billing, 551 U.S. 264, 264 (2007) (precluding the application of antitrust laws because securities laws are incompatible with them); see also Howard Shelanski, Antitrust and Deregulation, 127 YALE L.J. 1922, 1943 (2018) ("Credit Suisse ... went beyond prior implied immunity cases to establish a rule that blocks some claims even when they rely on legitimate antitrust principles, are consistent with securities laws, and, correctly read, would not interfere with the applicable regulatory scheme").
208. See Jonathan B. Baker, Taking the Error out of “Error Cost” Analysis: What’s Wrong with Antitrust’s Right, 80 ANTITRUST L.J. 1, 2–3 n.7 (2015) (citing BORK, supra note 50, at 156) (discussing that Bork realized “that disruption of optimal distribution patterns could, in theory, harm competition, but he suggested that anticompetitive outcomes were implausible”).
209. See Jacobson & Mufarrige, supra note 156, at 15 (“It would penalize the independent development antitrust encourages and would deter even the most beneficial mergers. Intervention post-merger should focus on instances where innovation has slowed, prices increased, or user growth stalled.”).
210. Id. at 1.
211. See, e.g., Kovacic, supra note 35, at 462–63 (“In its wake, the Chicago School is said to have left vast wreckage: a damaged economy featuring high and growing industrial concentration, and democratic institutions endangered by unaccountable corporate leviathans and their internal puppets at the federal enforcement authorities”).
212. See Marina Lao, No-Fault Digital Platform Monopolization, 61 WM. & MARY L. REV. 755, 759 (2020) (“After decades of judicial and agency permissiveness in merger enforcement and in the application of section 2 of the Sherman Act, the law that prohibits monopolization, many are calling for a new antitrust equilibrium.”).
concentration,213 declining competition,214 increase in markups,215 diminishing investments in innovation relative to profits,216 as well as reduced business dynamism and fewer new entrants.217

Others have gone further by blaming antitrust law’s failure to ensure its citizens fair access to the nation’s economic prosperity and to safeguard the sound functioning of democracy itself.218 As market concentration and profit margins increased, so did the skew in income distribution and stagnant and virtually non-existent wage growth.219 Opportunity costs of foregone innovation or excluded competitors usually cannot be reclaimed. These trends can be traced to the 1980s, according to Hovenkamp, “about the same time that Bork’s book was published and United States antitrust law began a significant rightward turn.”220

In October 2020, a 450-page Democratic congressional staff report recommended changes to antitrust laws to combat the tech titan companies’ perceived problems, such as legislatively overriding “problematic precedents” in antitrust case law.221 The House report contains findings and recommendations that the Judiciary’s Democratic-led House antitrust subcommittee produced in response


214. See Jones & Kovacic, supra note 107 (“By failing to protect competition, the federal antitrust enforcement agencies and the courts are said to have damaged the economy severely.”); Lao, supra note 212.


218. See Khan, supra note 24, at 1677–78 (“This lopsided attention seems to reflect, in part, the degree to which economic analysis now dominates antitrust.”).


to Amazon, Google, Facebook, and Apple’s business practices. There seems to be a bipartisan consensus in shifting the burden of proof for companies pursuing mergers and acquisitions in an age of hopelessly partisan politics. “[H]aving dominant American tech firms is a strategic advantage in [America’s geopolitical] contest with China.”

Proponents of change, both inside Congress and outside of it, set out a powerfully reasoned, breathtaking plan for reform, pinning their hopes on Congress intervening to “correct various flawed judicial rules . . . that inappropriately circumscribe antitrust enforcement.” They urge Congress to “clarify that the antitrust laws protect potential and nascent competition,” enact “legislation allowing plaintiffs to prevail . . . by showing that the challenged conduct increases the risk of competitive harm[,]” “lower[] the threshold for pre-merger notifications to help address insufficient deterrence of anticompetitive acquisitions[,]” particularly by dominant firms acquiring nascent rivals[,] and create[e] a specialized trial court for antitrust litigation.” However, they devote relatively little attention to how they might successfully achieve their proposals. Many assume their legislative proposals can be rapidly introduced and that agencies share the same vision for fundamental change. They would be wrong.

1. No Help from Congress

Senator Amy Klobuchar’s bill, the Competition and Antitrust Law Enforcement Reform Act, could be “the largest overhaul to [U.S.] antitrust regulation in at least [forty-five] years if it [becomes] law.”


224. See Baker et al., supra note 106, at 14. “[Congress] can and should revise the antitrust laws so they are no longer inconsistent with modern economic thinking, correct the skewed error cost balance in existing judicial interpretations, and ensure that our antitrust enforcement institutions are properly funded and designed to succeed.” Id. at 13.

225. Id.

226. Jones & Kovacic, supra note 107, at 238.

227. Id.

The bill proposes significantly expanded resources for the Federal Trade Commission and the Antitrust Division at the Department of Justice to allow both to pursue review of more mergers more aggressively. 229 "More importantly, ... the proposed law would invoke modern legal theories to update antitrust law for the way companies ... compete ... in the 21st century." 230 However, the likelihood that the bill will result in a lasting change in antitrust enforcement is close to zero.

First, while Republicans agree that antitrust agencies need additional resources and tools to provide proper oversight of tech giants, they disagree on what to target and how to remedy the situation. 231 Second, even if Congress is willing to act, "powerful business interests will ... stoutly oppose ... legislation to expand the reach of the antitrust laws or to create a new digital regulator." 232 Third, even if Congress were successful in the face of business opposition, "[l]egislative relief from existing jurisprudential structures might take years to accomplish" 233 and may still be relatively complex and difficult to prosecute. However, there is a fourth and yet more compelling reason to quell overoptimism on the bill's prospects for instituting meaningful change.

In the face of brazen judicial activism, Congress has always been free to restrain the courts, but it has not done so in antitrust law, unlike other areas of the law. 234 Instead, as seen in Part I.A., Congress acquiesced as judges applied antitrust law to pursue its détente between an aspirational attachment to smallness over bigness and corporate America's demands. 235 True, in antitrust law's early days,
Congress attempted to fill gaps in the Sherman Act, particularly concerning mergers, exclusive dealing, and tying. Adverse public reaction to the rule of reason prompted Congress to pass the Clayton Act and the Federal Trade Commission Act in 1914. In 1936, Congress enacted the Robinson-Patman Price Discrimination Act over concern that chain grocery stores squeezed out smaller, family-run stores. Courts, however, neutered any lasting legislative impact by simply folding them within the established Sherman Act analysis.

According to Crane, "through a chronic cycle of legislative enactment, judicial disregard, and implicit legislative acquiescence, Congress and the courts have constituted the common law system that judges and scholars across the political spectrum now consider normalized and perhaps even inevitable." He concludes that "so long as the judicial decisions achieve results that strike a politically acceptable outcome between the aspirational and pragmatic impulses, Congress is content to leave the judicial and enforcement decisions alone." So whatever aspirations Congress has for reigning in Big Tech and others will, sooner or later, be pared down by the judiciary.

Of course, President Biden could gradually change the federal courts' philosophy by appointing judges sympathetic to reform.

mandates, but as delegations of lawmaking power to the courts"; Khan, supra note 24, at 1678 ("Given that the foundational antitrust statutes are written in sweeping language, scholars and judges have long argued that law-makers who passed the Sherman Act delegated to the judiciary broad powers to craft the substantive rules of antitrust law.").


239. Crane, supra note 67, at 38.

240. Id. at 33.

Meaningful change will lie in convincing the judiciary that robust antitrust can be consistent with economic benefits. To change case law, antitrust plaintiffs will need to refine doctrine through softening or reversing current case law. Without a more robust way to arbitrate between competing narratives, that task will not be easy. As Crane notes, "given over a century's tradition of interpreting antitrust statutes as invitations to continue a common law process whatever else suggested by the statute's text, it is difficult to see how simply accumulating stern new language in new texts would lead to a different result." In sum, passing new legislation is unlikely, and adopting it through judicial interpretation is slow. Congress would not likely delegate more direct control over economic activities to a new antitrust agency. Regulatory rulemaking is an alternative, but agencies must be willing to launch themselves into lengthy investigations. The agencies must prosecute enough complex cases against well-resourced and powerful companies in cases heard by a judiciary that is populated with many regulation Chicagoan skeptics who will subject new rules or related measures to demanding scrutiny. There seems no way out of Chicago's rule of reason. Yet, seemingly against all odds, Americans of all stripes roused antitrust against tech giants poised to smother competition, privacy, and their democracy. A handful of scholars have carried their fight into the normative debate on antitrust ideology. The banner they march under is as old as the Sherman Act itself. The courts had abandoned their ideology once before and will unlikely embrace it again.

2. A Neo-Brandeisian Resurgence

In the decades since Chicago's rule began, the debate focused on economic tools exemplified by Post-Chicago theories such as raising

(1990) (noting presidents typically only appoint approximately twenty to 25% of the federal bench over a four-year period).
242. See id. at 1450–51.
244. See Lao, supra note 85, at 665 ("In fact, a case can be made that, today, the risk of false negatives is likely higher than the risk of false positives.").
rivals' costs but generally adhering to Chicago's platform of economic-focused discourse. Together, with the rise of Big Tech, came the question of antitrust's goals and institutional structure, as Chicago's failure created an opening for Neo-Brandeisians to resurrect a vision of antitrust rooted in populist antimonopoly values.

Thus, Lina Khan's *Yale Law Journal* 2017 student essay argued that Amazon acted anticompetitively and could do so because permissive antitrust law allowed the consolidation of one industry after another, giving a disproportionately small number of companies disproportionately great power. In her scholarship, Khan argues that "[s]ince Chicago introduced a new normative conception of antitrust, challenging its dominance will require offering an alternative normative vision of what the law stands for and how it can be operationalized." She also points to "a conflict of interest that platforms can exploit to further entrench their dominance, thwart competition, and stifle innovation." As examples, Khan cites "Spotify's effort to reach users through Apple's iPhone while Apple sought to promote [its own] Apple Music," as well as Google's squelching of Yelp while seeking to build out its competitor offerings.

In the same vein, Professor Tim Wu warns that the concentration of wealth and economic power in a small number of large firms is dangerous to the extent that it represents a "profound threat to democracy itself." Unchecked, this would lead to "widespread popular anger and demands for something new and different" that

246. See discussion supra Part I.A.4.
247. See First, supra note 4, at 326 ("[T]he current debate has shifted once again to a serious discussion of goals and away from methods.").
249. See Lina M. Khan, Amazon's Antitrust Paradox, 126 YALE L.J. 710, 710 (2017).
250. Khan, supra note 24, at 1676; see also id. at 1675 (calling "purported benefits of a price theory-based and consumer welfare-oriented antitrust . . . overstated").
252. Id. at 977 (narrating Apple's blocking of Spotify, the music streaming application, from the App Store).
253. Id. (reporting that European and Indian competition authorities accused Google of "rank[ing] its own services higher than those offered by rivals" to suppress rival visibility on Google search results).
254. See WU, supra note 52, at 15.
leads to "a return to the politics of outrage and of violence."\textsuperscript{255} Scholarship like Khan's and Wu's galvanized those seeking a theory to rein in Big Tech.\textsuperscript{256} They find their inspiration in Justice Brandeis' anti-bigness sentiment in his famous phrase "the Curse of Bigness,"\textsuperscript{257} juxtaposing two fundamental American impulses—a romantic notion of productive smallness and a concern that its fetishization would deny industry the scale and scope to advance industry for the national good.\textsuperscript{258}

Writing for the Supreme Court in \textit{Alcoa}, Justice Brandeis expressed a preference for smaller rivals who could more quickly detect and take advantage of opportunities for efficiencies and shifts in consumer needs than large firms.\textsuperscript{259} In the face of judicial activism, \textit{Alcoa} sought a textualist return to Congress' intention to favor "a system of small producers."\textsuperscript{260} Brandeisian antitrust, in turn, finds parallels in Jeffersonian republican agrarianism and Andrew Jackson's anti-bank populism,\textsuperscript{261} as well as the Sherman Act's legislative history that seemed to equate the power of the trusts with the monarchical power that King George III exerted on the American colonies.\textsuperscript{262}

Neo-Brandeisians argue that the extraordinary latitude courts have in crafting antitrust policy led both to its reorientation around Chicagoan norms and its inertia to change despite its cherished

\begin{itemize}
\item \textsuperscript{255} See id. at 22.
\item \textsuperscript{256} See, e.g., Leon B. Greenfield et al., \textit{Antitrust Populism and the Consumer Welfare Standard: What Are We Actually Debating?}, 83 \textit{ANTITRUST L.J.} 393, 393 (2020) (collecting sources on the "debate over the proper role of antitrust").
\item \textsuperscript{257} United States v. Columbia Steel Co., 334 U.S. 495, 535 (1948); see, e.g., \textit{Alpheus Thomas Mason, Brandeis: A Free Man's Life} 181 (1946); Thomas K. McCraw, \textit{Prophets of Regulation} 108 (1984) ("Early in his career, Brandeis decided that big business could become big only through illegitimate means. By his frequent references to the 'curse of bigness,' he meant that bigness itself was the mark of Cain, a sign of prior sinning.").
\item \textsuperscript{258} See Crane, supra note 67, at 35 ("Americans venerate small business almost religiously; the family entrepreneur is arguably more important as a cultural icon than as a backbone of the economy.").
\item \textsuperscript{259} See United States v. Aluminum Co. of Am., 148 F.2d 416, 427 (2d Cir. 1945) ("[C]ompetitors . . . will be quick to detect opportunities for saving and new shifts in production, and be eager to profit by them.").
\item \textsuperscript{260} See id. ("[B]ecause of its indirect social or moral effect, . . . a system of small producers, each dependent for his success upon his own skill and character, [may be preferred] to one in which the great mass of those engaged must accept the direction of a few.").
\item \textsuperscript{262} See 21 CONG. REC. 2457 (1890).
\end{itemize}
Some theories having been refuted by evidence and experience.263 Some point to efficiency-based doctrines callously displacing egalitarian aims that motivated the enactment of antitrust laws in the first place.264 Others blame the unexercised industrial organization economics theory haunting modern doctrine.265 Yet others reason that an enforcement timidity is rooted in the capture by potential prosecutorial targets of the federal enforcement agencies.266

For Neo-Brandeisians, the road forward is a way back to a better time when antitrust law protected our economy from concentrations of wealth and power rather than endangered both the economy and the political system. Neo-Brandeisian antitrust, while faithful to Congress' intent 130 years ago, would sweep aside the economic architecture that generations of scholars, jurists, and attorneys have labored to build and that Chicago had sought to correct. More fundamentally, Neo-Brandeisian antitrust could plunge the law into a level of indeterminacy worse than anything that has been seen so far.

3. Indeterminacy Once More

Antitrust intervention sometimes results in distributive consequences. More competition leads to lower prices, which distribute wealth more progressively by charging less to those who can least afford it.267 Beyond that, progressive policies have little to do with modern antitrust law and policy, argues Professor Thomas Nachbar, who criticizes Neo-Brandeisians like Wu for:

misdiagnos[ing] the ills of today's antitrust while failing to demonstrate either that his vision of antitrust is any more workable today than it was when it was rejected or, for that matter, that yesterday's antitrust still makes sense to solve so many problems

263. Khan, supra note 24, at 1678 (describing "Neo-Brandeisian efforts to both democratize antitrust and remedy its doctrinal deficiencies"); see, e.g., Christopher R. Leslie, Predatory Pricing and Recoupment, 113 COLUM. L. REV. 1695, 1713–41 (2013) (describing how courts continue to misapply the recoupment requirement).

264. See, e.g., Khan, supra note 251, at 718–19.

265. See, e.g., BAKER, supra note 219, at 13.


for which we have other, modern regulatory solutions.\textsuperscript{268}

Nachbar points out that even if there were universal agreement on what fairness requires, the law is not generally interested in fairness, preferring to prohibit certain forms of unfairness.\textsuperscript{269} Involving fairness as a mandate to prevent the unfair allocation of goods and services would target the optimization of fairness, including ways completely unrelated to markets, rather than for its ability to produce goods and services.\textsuperscript{270} As a practical matter, courts and agencies have too little information on distributional gains and losses to judge their impact between consumers’ classes. And as unelected officials, they have no political mandate to make that call. Accordingly, Nachbar argues consumers are generally better off collecting information if platforms leverage the information to develop services and products consumers want.\textsuperscript{271} Professor Harry First also warns against using antitrust to achieve multiple policy goals. First argues multiple goals not only “complicate[] analysis,” but they make it difficult “to judge whether we would be better off if one goal were advanced but at the cost of another.”\textsuperscript{272}

The reasoning is compelling. We want markets to produce goods and services not just efficiently but fairly as well. At some level, we always shape markets based on views of fairness and intervene in regard to perceived market unfairness.\textsuperscript{273} So, although markets themselves are usually not concerned with fairness, we are always broadly concerned with “fair markets.”\textsuperscript{274} The operational problem, however, is that “fairness” is a difficult goal to define.\textsuperscript{275}

One response to our inability to prioritize goals is to constrict those goals, as Nachbar and First suggest.\textsuperscript{276} Another is to prioritize

\begin{itemize}
\item \textsuperscript{268} Nachbar, supra note 53.
\item \textsuperscript{270} See id. at 525–26.
\item \textsuperscript{271} Nachbar, supra note 53, at 5 (“It may seem untoward, but that kind of untoward, elbow-knocking competition is the kind of conduct antitrust not only permits but encourages . . . .”).
\item \textsuperscript{272} First, supra note 4, at 323.
\item \textsuperscript{273} See Nachbar, supra note 269, at 525 (explaining that regimes regulating unfair competition “regulate negatively, prohibiting a specific set of acts deemed to be wrongful”).
\item \textsuperscript{274} See id. at 523 (“The intuitive appeal of the concept of fairness is virtually irresistable for those providing their own proposals for guiding conduct.”).
\item \textsuperscript{275} See id. at 523–24 (stating that there is an “absence of any universally, or even widely, held comprehensive understanding of ‘fairness’”).
\item \textsuperscript{276} See First, supra note 4, at 323 (stating that having multiple goals calls for multiple approaches, which complicates analysis); Nachbar, supra note 269, at 526
\end{itemize}
between goals more clearly. It is exactly where analogical precedent and AI might help identify which prioritizations we have made over time. Raw data and computing power allow us to judge between competing goals rather than abandoning them as Chicagoans have done in response to the conflict because, in all fairness, they could do no better at the time.

We always muddle through when theory and empirical information are inadequate—we just do so poorly. As Judge Easterbrook put it, judicial “[w]isdom lags far behind the market.” He warned, “[o]nly someone with a very detailed knowledge of the market process, as well as the time and data needed for evaluation, would be able to answer that question. Sometimes no one can answer it.” Accordingly, antitrust enforcement must be held in abeyance until “doubts” about “the ability of courts to make things better even with the best data . . . have been overcome.” For the first time in antitrust law’s turbulent history, things could get much easier.

II. THE ANTITRUST ALGORITHM

There are two dominant streams of the debate in antitrust law. In the first, scholars debate antitrust’s response to businesses using AI to stabilize tacit collusion. In the second, scholars debate antitrust’s normative theories, as seen in Part I. I meld the two streams by employing AI as a positive forensic and predictive tool, explaining how government agencies and academia can be testbeds for antitrust’s AI revolution.

A. Bridging Two Streams of the Debate

Antitrust law generally allows tacit or “follow the leader” type behavior among firms, so they are not unduly penalized for independently matching their rivals’ prices. To succeed, plaintiffs (suggesting that once a threshold level of fairness is achieved, the focus shifts from fairness to “maximizing the goals of the systems on which fairness operates”).


278. See Easterbrook, supra note 97, at 5.
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282. See discussion supra Part I.

must show additional circumstances to infer a conspiracy such as common intent among rivals, acting against their apparent economic self-interests, or a high communication level between them, which generates the same dangerous adhesion as price-fixing.\textsuperscript{284} It is widely accepted AI may facilitate and stabilize tacit collusion in markets where conspiracy would previously have been unsustainable.\textsuperscript{285} Pricing algorithms increase market transparency, simplify communication between market players, and detect deviations—all almost instantaneously.\textsuperscript{286}

The German Monopoly Commission has proposed a novel suggestion—if there is a likelihood of anticompetitive algorithmic price alignment in the market, the companies have to show AI did not contribute to the alignment.\textsuperscript{287} In the United States, Senator Klobuchar has pushed for a bill that would similarly shift the burden on firms in a dominant market position to demonstrate that a merger would not “create an appreciable risk of materially lessening competition,” in addition to not creating a monopoly or monopsony.\textsuperscript{288}

Rather than focus on the nefarious potential of AI role, this Article turns foe to friend.

The second stream of the debate swirls around different ideological threads that pull antitrust in different directions. However, might it not be argued that antitrust itself is an algorithm? In this sense, the Chicago, post-Chicago, and Neo-Brandeisian schools are simply different operating systems judges use to reach their

\begin{footnotesize}
\begin{enumerate}
\item 209, 227 (1993) (describing “the process, not in itself unlawful, by which firms in a concentrated market might in effect share monopoly power, setting their prices at a profit-maximizing, supracompetitive level by recognizing their shared economic interests and their interdependence with respect to price and output decisions” and subsequently, unilaterally set their prices above the competitive level).
\item 284. \textit{In re Publ’n Paper Antitrust Litig.}, 690 F.3d 51, 62 (2d Cir. 2012).
\item 287. \textit{See Antonina Yaholnyk & Anastasiiia Zeleniuk, Antitrust Liability for Tacit Algorithmic Price Alignment in the EU and the US, LEXOLOGY (Sept. 9, 2020), https://www.lexology.com/library/detail.aspx?g=3b6a02a4-462a-444a-8b38- b6a5c88c8962&utm_source=Lexology+Daily+Newsfeed&utm_medium=H%25E2%2580%25A6 (arguing that it is “only a question of time” before European authorities will formalize this burden-shifting in algorithmic pricing cases more broadly to include cases involving tech companies).
\end{enumerate}
\end{footnotesize}
desired outcomes as they apply the rule of reason. Consider, for instance, how Chicago gives priority to property rights. Judges shy away from mandating access to a dominant intellectual property owner's technology. Chicago's code, therefore, instructs the algorithm that antitrust intervention would reduce its effectiveness.

Recognizing the operating system begs the question of whether its market prescription is, in fact, desirable. Some say the answer is "no." For instance, Woodcock argues Chicago's consumer welfare standard is an unworkable compromise, forcing courts to optimize resource allocation in a way consistent with Chicago's concerns about judicial error. According to him, this compromise failed because "courts have not so far been able to reduce the consumer welfare

289. Woodcock, supra note 55, at 47 ("The Chicago School... suggests that there is a difference... between regulated markets... and free markets, understood to consist of laissez faire plus property rights... each is merely a different kind of regulation of that preexisting thing called markets, each an attempt to make of markets a better master algorithm."); id. at 59 ("Antitrust, like all applied economics, is ultimately a branch of artificial intelligence, writ large, code running on society understood as a computer, and the best code learns.").

290. Id. at 48 ("The question posed by Chicago as whether to regulate is really the question whether the machine learning algorithm that is markets-plus-property-rights can be improved, and if so how."); see also id. at 47–48 (noting the algorithm should "incorporate property rights, along with legal rules requiring that firms maximize profits and an ideology that encourages individuals to act to maximize their own happiness").

291. Verizon Commc'ns Inc. v. L. Offs. of Curtis V. Trinko, 540 U.S. 398, 407–08 (2004) ("Compelling... firms to share the source of their advantage is in some tension with the underlying purpose of antitrust law, since it may lessen the incentive for the monopolist, the rival, or both to invest in those economically beneficial facilities."). Judge Easterbrook has made a similar point:

Antitrust is an imperfect tool for the regulation of competition. Imperfect because we rarely know the right amount of competition there should be, because neither judges nor juries are particularly good at handling complex economic arguments, and because many plaintiffs are interested in restraining rather than promoting competition... Something must be done. That 'something' is to replace the existing method of antitrust analysis with a series of simple filters... Each filter errs, if at all, on the side of permitting questionable practices.

Easterbook, supra note 97, at 39–4.

292. Woodcock, supra note 55, at 52 ("That is the entire substance of the Chicago School's error cost skepticism: the notion that antitrust is unable to distinguish good from bad conduct.").

293. Id. at 54 (stating "one can turn an equally skeptical eye upon all parts of the algorithm, including the regime of property rights").

294. See id. at 55.
standard to a coherent rule—that is, to an algorithm, rather than an aspiration."295 Building on Woodcock's observation, I discuss the promise of algorithmic antitrust, algorithmic antitrust mechanics, and how we can use algorithmic antitrust to formulate better antitrust rules.

1. The Promise of Algorithmic Antitrust

AI patents give us a clue what algorithms can do. Over 75% focus on natural language processing, with the rest covering deep learning and reinforcement learning.296 Machine vision, speech and handwriting recognition all use deep learning algorithms.297 Artificial neural networks represent an example of these algorithms, inspired by the human brain's neural networks.298 Neuromorphic computing increases the speed of calculations and training speed of neural networks.299 This speed means predictive analytics can handle large and constantly updated data streams to construct models of outcomes from historical data from interactions between inventors and patent examiners.300

Work by Professor Tabrez Ebrahim indicates that AI's predictive ability is already "better than humans, even the most sophisticated and expert lawyers."301 In short, AI models can make decisions and assist humans in making them.302 The progress of these deep learning techniques brings abstract and value-based decision-making by algorithms within grasp. We use AI in so many ways that applying it in antitrust analysis may sound arcane or prosaic. In fact, it is revolutionary.

295. Id.
298. See, e.g., IAN GOODFELLOW ET AL., DEEP LEARNING 13 (2016).
301. Id. at 1203.
First, AI makes antitrust suits faster and cheaper. Current rules make bringing an antitrust suit highly costly and protracted.\textsuperscript{303} The Supreme Court described antitrust litigation as “interminable”\textsuperscript{304} with an “inevitably costly and protracted discovery phase,”\textsuperscript{305} yielding an antitrust system that Professor Maurice Stucke judged as “hopelessly beyond effective judicial supervision.”\textsuperscript{306} Once the antitrust matter gets to trial, its plod may fail to keep pace with the market.\textsuperscript{307} It can take a decade or more to bring a case to judgment.\textsuperscript{308} Lengthy, costly litigation may paralyze government-enforcement efforts in policing anticompetitive conduct.\textsuperscript{309}

AI-enabled videoconferencing on Zoom has revolutionized workplace productivity to the pandemic in ways our forebearers during the Spanish Flu could only dream about,\textsuperscript{310} and Wall Street firms leverage on AI to pick optimal trading strategies because market conditions are indeterminate, and brokers, like judges, need help to collate and make sense of the data.\textsuperscript{311} Similarly, AI gives courts an unprecedented capability to scour case reports to assess how past courts weighed competitive effects and stress-test theories of harm against real-world data using less time and expense than normally years-long litigation would require.\textsuperscript{312} AI can significantly reduce the time and effort needed to analyze a case, and courts can apply legal principles involving consistently, even when the facts are

\begin{itemize}
\item \textsuperscript{303} See, e.g., KOLASKY ET AL., supra note 30, at 66.
\item \textsuperscript{304} Verizon Commc’ns Inc. v. Law Offices of Curtis V. Trinko, 540 U.S. 398, 414 (2004).
\item \textsuperscript{305} Bell Atlantic Corp. v. Twombly, 550 U.S. 544, 558 (2007) (quoting Asahi Glass Co. v. Pentech Pharmas., Inc., 289 F. Supp. 2d 986, 995 (N.D. Ill. 2003)).
\item \textsuperscript{306} Maurice E. Stucke, Does the Rule of Reason Violate the Rule of Law?, 42 U.C. DAVIS L. REV. 1375, 1378 (2009).
\item \textsuperscript{307} See, e.g., Kevin Caves & Hal Singer, When the Econometrician Shrugged: Identifying and Plugging Gaps in the Consumer-Welfare Standard, 26 GEO. MASON L. REV. 395, 424 (2018) (“[I]t is unlikely that the slow pace of antitrust enforcement could keep up with the fast pace of high-tech markets.”).
\item \textsuperscript{308} See, e.g., Jonathan M. Jacobson, Tackling the Time and Cost of Antitrust Litigation, 32 ANTITRUST 3 (2017) (describing a case where the final remedy was issued over twenty years after the underlying conduct had taken place, impeding the efficacy of the remedy).
\item \textsuperscript{309} See, e.g., KOLASKY ET AL., supra note 31, at 5.
\item \textsuperscript{312} See infra Part II.A.2.
\end{itemize}
Second, there is a delegation of the judicial function to experts. The key challenge in antitrust adjudication is to determine when a competitive restraint is on balance harmful. Determining whether something is anticompetitive involves a level of economic analysis generalist judges routinely lack. Judges compensate by relying on third-party experts and their heuristics. Indeed, Professors Michael Baye and Joshua Wright disturbingly report that generalist judges fail to analyze and assess expert evidence in antitrust cases independently.

Instead, these judges "delegate both factfinding and rulemaking to courtroom economists," giving outsized influence to extra-judicial arbiters. When that happens, Professor Rebecca Haw's work indicates the lock-step adherence becomes "not just inevitable but often dispositive" as to the outcome. With this result, judges mimic administrative agencies who solicit and review comments as part of their rulemaking efforts but do so without a similar level of expertise, time for consideration and experimentation, procedural safeguards, and informational benefits. Unsurprisingly the current system incentivizes defendants to splurge on experts, with some experts

313. For an example of a type of law that would lend itself to AI analysis, consider the following from author Pamela Samuelson regarding fair use law:

Fair use law is both more coherent and more predictable than many commentators have perceived once one recognizes that fair use cases tend to fall into common patterns, or what this Article will call policy-relevant clusters. The policies underlying modern fair use law include promoting freedom of speech and of expression, the ongoing progress of authorship, learning, access to information, truth telling or truth seeking, competition, technological innovation, and privacy and autonomy interests of users.


314. Woodcock, supra note 55, at 51 (describing the challenge as knowing when it "disrupts the consumer-preference-signaling process at the heart of the algorithm").


316. See generally Lim, supra note 88.


318. Rebecca Haw, Adversarial Economics in Antitrust Litigation: Losing Academic Consensus in the Battle of the Experts, 106 NW. U. L. REV. 1261, 1263 (2012); see also id. at 1261 (arguing that paid expert testimony now is often "the 'whole game' in an antitrust dispute.").

earning more than senior partners at major law firms.\textsuperscript{320} In this arms race, public enforcers fork out between ten and fifteen million dollars on expert services each year\textsuperscript{321} and place the government and consumers at a significant disadvantage in their attempt to arrest problematic behavior.\textsuperscript{322}

The benefits of algorithmic antitrust go beyond the courts. Like judges, the FTC, Justice Department, and state attorneys-general will need to confront important questions about algorithmic design and how humans and machines interface in deciding outcomes. The Justice Department emphasized the need to understand the potential of AI in the field of antitrust.\textsuperscript{323} AI can improve the quality of antitrust agency decisions, unleash administrative data's power, and reduce the cost of core governance functions, making government performance more efficient and effective.

In 2020, the Administrative Conference of the United States (ACUS) published a report by a team of researchers at Stanford University and New York University that included lawyers, law students, computer scientists, and social scientists.\textsuperscript{324} The ACUS Report revealed that over 140 federal departments, agencies, and sub-agencies use AI.\textsuperscript{325} It noted the U.S. government’s AI toolkit is diverse

\textsuperscript{320} Jesse Eisinger & Justin Elliott, \textit{These Professors Make More Than a Thousand Bucks an Hour Peddling Mega-Mergers}, PROPUBLICA (Nov. 16, 2016), https://www.propublica.org/article/these-professors-make-more-than-thousand-bucks-hour-peddling-mega-mergers [https://perma.cc/4DBF-4KGM].


\textsuperscript{325} \textit{Id.}
and spans the federal administrative state. Nearly half of the surveyed agencies have experimented with AI, which has already noticeably improved operations. These include enforcing regulatory mandates centered on workplace safety, health care, environmental protection, and market efficiency; adjudicating government benefits and privileges, from disability benefits to intellectual property rights; monitoring and analyzing risks to public health and safety; and communicating with the public about its rights and obligations as welfare beneficiaries, taxpayers, asylum seekers, and business owners (see Figure 2, below).

![Figure 2: AI Use Cases by Governance Task](image)

However, the report notes that the government “still has a long way to go.” Only 10% of agencies cases use AI for adjudication, and only twelve percent of the government’s AI tools are deemed “sophisticated.” Simultaneously, the “black box” nature of more sophisticated AI will impede public officials’ ability to meet their legal obligations to explain how their decisions affect the public’s rights. Moreover, for agencies to make responsible and smart use of AI,

---

326. Id.
327. Id.
328. Id. at 17.
329. Id. at 7.
330. Id. at 17–20 (“To illustrate the scale used we considered: (a) logistic regression using structured data to be of lower sophistication; (b) a random forest with attention to hyperparameter tuning to be of medium sophistication; and (c) use of deep learning to develop “concept questioning” of the patent examination manual to be of higher sophistication.”).
331. Id. at 7 (“A crucial question will be how to subject such tools to meaningful accountability and thus ensure their fidelity to legal norms of transparency, reason-giving, and non-discrimination.”).
internal capacity building will be critical. The same is true for the judiciary.

Parties, too, can benefit from employing AI in antitrust counseling. Like many other areas employing analogical reasoning, the rule of reason can benefit from pattern recognition that allows AI to predict how the law might apply to facts, using factors such as the length of the opinion, the number of citations and voting valence among judges. AI identifies relevant documents in discovery requests and goes beyond associations limited by keyword searches in case reports to produce a robust set of responsive legal options. The promise of algorithmic antitrust may sound good, but how would it work in practice?

2. The Mechanics of Algorithmic Antitrust

Scholars have long debated whether AI can replicate human legal reasoning. In his classic text An Introduction to Legal Reasoning, Edward Levi described how common law rules evolve. Judges begin by identifying factors that have legal salience to explaining case outcomes. Once those rules fail to yield sensible results, judges alter them accordingly. Legal reasoning rests on analogies, but this fact-specific method also makes developing coherence in case precedent an elusive task. For this reason, AI’s ability to detect patterns in judicial opinions is of great interest to scholars.

332. Id. ("While many agencies rely on private contractors to build out AI capacity, a majority of profiled use cases (53%) are the product of in-house efforts by agency technologists.").


335. See, e.g., Stephen M. McJohn, Review of Artificial Legal Intelligence, 12 HARV. J.L. & TECH. 241, 244 (1998) ("[T]here have been a number of projects that claim some progress toward automating legal reasoning. This naturally raises the question, to what extent do the programs actually model the task at issue, or, alternatively, succeed in producing results similar to human decisions?").


337. Id. at 502; see also RONALD DWORIN, LAW’S EMPIRE 400 (1986) (describing the concept of the common law gradually adjusting as it is challenged by case after case.).

338. See, e.g., id. at 151 ("For fair use - and legal scholarship generally - the prospect of detecting patterns is of great interest."); see also id. ("It could also bring yet another round of legal realism by showing what is going on underneath the hood of the legal engines of reasoning.").
Antitrust cases take facts and reduce them to abstractions to apply the legal parameters. In so doing, the algorithm can build on well-settled rules of case interpretation. For instance, Professor Arthur Goodhart identified the following to be salient features of cases:

(1) All facts which the judge specifically states are immaterial must be considered immaterial.
(2) All facts which the judge impliedly treats as immaterial must be considered immaterial.
(3) All facts which the judge specifically states to be material must be considered material.
(4) If the opinion does not distinguish between material and immaterial facts, then all the facts set forth must be considered material.
(5) If in a case several opinions agree as to the result but differ as to the material facts, then the principle of the case is limited to fit the sum of all the facts held material by the various judges.
(6) A conclusion based on a hypothetical fact is a dictum. By hypothetical fact, the existence of which has not been determined or accepted by the judge is meant.  

These six principles could form part of the training algorithm. In a pre-AI world, an army of legal scholars could conceivably employ comprehensively map antitrust jurisprudence. They would need to use a time-consuming manual empirical method called case-content analysis to code every case to determine the weight courts place of various legal and non-legal factors, identify which factors judges use to “stampede” others, trends across time, and relevant parametric factors that may typically escape conventional wisdom. These scholars would be joined by an army of economists to assess the economic theories and evidence, validating or invalidating them against current knowledge.

With AI, the algorithm can scour case law and match them against depositions and other preprocessed evidence to provide quicker and more consistent analyses. Convolutional neural networks can abstract local features from examples, for example, by recognizing

341. See Haney, supra note 296. See generally infra II.A.I.
specific facts in opinions. The algorithm would also account for interactions among indicators that escape even expert witnesses, contextualize and associate information with the familiar provide predictions based on untrained parameters. Unsupervised data mining algorithms can zero in on data clusters and probe those clusters to find other abstractions. For instance, principal component analysis can identify factors carrying the greatest weight in functions and zero in on the most important dimensions of datasets to show the stampeding factors.

The algorithm could then compare the qualitative and quantitative presented in a given case to its markers as a first step. Cases presenting the same set of facts would reach the same outcome as precedential cases presenting the same set of markers. For instance, the AI might be trained to identify circumstances when a defendant’s denial of essential technological inputs is incidental to activity that does not improve the incumbent’s product but only serves only to degrade the quality or quantity of rivals’ products. To do so, AI will need to specify the weight of factors not expressly entailed by rules or precedents. Once algorithms produce their recommendation, judges accept or reject the AI’s recommendation, similar to how Amazon consumers choose to make another purchase based on Amazon’s recommendations of their earlier purchases and browsing history.

Of course, data scientists would need to account for creases in the data. Consider how the algorithm should treat cases from courts at different levels of the judicial hierarchy. Stare decisis tells us Supreme Court cases take precedence over courts of appeals, which in turn takes precedence over cases from the district court. Empirical legal studies, however, routinely ignore the weight stare decisis endows in coding datasets. It matters little if the Supreme Court or a district court looked at the rule of reason in excluding dealing arrangements if the variable of interest, the relevance of market

342. SEAN GERRISH, HOW SMART MACHINES THINK 135 (2018) ("This pattern -convolutional layers followed by fully connected layers - turns out to be very common in networks used for image recognition.").

343. Similarly, AI-based support vector machines (SVMs) can find relationships between sets of antitrust cases while handling outlier or mislabeled cases, allowing SVM to crunch abrogated case law. See e.g., AURÉLIEN GÉRON, HANDS-ON MACHINE LEARNING WITH SCIKIT-LEARN & TENSORFLOW 145–67 (Nicole Tache et al. eds., 1st ed. 2017).


345. Id. at 217 (discussing Isomap, "[o]ne of the most popular algorithms for nonlinear dimensionality reduction").

346. See, e.g., Daryl Lim, Saving Substantial Similarity, 73 FLA. L. REV. 591, 617 (2021).
share, or type of industry depends on that case's outcome. The algorithm will need to take judicial hierarchy, the appellate jurisdiction of regional circuit courts, and similar factors into account as appropriate.

The algorithm will also need to determine what happens should a new Supreme Court opinion abrogate an old position. The older cases in the dataset may now have diminished precedential value or even no precedential value. Westlaw's "red flags" show this capability is well within the grasp even of pre-AI technology. Even dissents, appropriately categorized, should form part of the AI dataset to minimize ideological stampeding and provide counterfactuals against which to test market outcomes. *Amex* illustrates this. *Amex*'s three-step test omits the balancing step in the rule of reason inconsistent with past practices. Justice Thomas had framed the defendant's burden simply as a "pro-competitive rationale." Justice Thomas accepted *Amex*'s various justifications at face value, reinforcing the notion that a mere "rationale" was sufficient. Defendants do not even need to prove beneficial effects but simply offer a rationale. Justice Thomas then repeated *Amex*'s unsupported statements to erroneously shift the burden of proof to plaintiffs to disprove the procompetitive benefits asserted.

Courts are supposed to consider anticompetitive and procompetitive effects. While the majority endorsed the dicta, Justices signing the opinion may not realize the implications of their endorsement. The dissent clarifies that the majority opinion incorrectly stated the test since any justification satisfying a defendant's burden of production gives the defendant a win if plaintiffs cannot show a less restrictive alternative. It underscores the importance of dissenting opinions in AI training. In doing so, AI can help generalize information from legal and market data points to mark the path toward achieving policy goals.

As mentioned, case law is only the first step. It provides a starting point because precedent may or may not be based on sound economic analyses and ideology. Training AI using case precedents alone risks

347. *Id.*
350. *Id.*
351. *Id.* at 2288.
352. *Id.* at 2289.
353. *Id.* at 2289-90.
distorting economic realities further. For this reason, AI needs to be able to incorporate new data as markets evolve, and it already can do so. AI has evolved beyond operating in environments that remain static while it "thinks" so that its actions are executed on the same states from which they were computed. This critical function allows algorithms to determine how the law should assess future mergers or restraints based on past cases' performance by looking at granular data like market shares, entry barriers, and output and prices. Over time, case law based on more robust AI-enabled economic analysis can help provide a yardstick for weeding out bad precedent.

A more rudimentary form of this refining process already exists through merger retrospectives that agencies do to improve agency review procedures and avoid generalizations. Antitrust agencies discern how mergers affect competition in specific relevant markets, typically using a "differences-in-differences" (DiD) method to compare the merged entity to a control group unaffected by the merger study differences in product price, quality, output, and innovation over time. Unfortunately, retrospectives are primitive and not very useful.

First, merger retrospectives require precise data on market products, both pre- and post-merger, as well as data on the agency's predictions. However, a merger might affect several markets, have

357. Discussing reinforcement learning formulations of this kind, Kyle Wiggers writes:

[F]ormulations that drive an agent toward goals via rewards — wherein an agent receives a state from a set of possible states and selects an action from some set of possible actions according to a policy. The environment returns the next state sampled from a transition distribution and a reward, such that the agent learns to maximize the expected return from each state.

360. See Dennis W. Carlton, Why We Need to Measure the Effect of Merger Policy
network effects that impact markets where merging parties were not rivals, or simply be difficult to quantify, as they relate to innovation, quality, or variety. Second, its methodology may scrutinize data sources, price measures, control groups, and statistical methods. These may affect the measured effect or counterfactual. Third, for them to be useful, merger retrospectives need to go beyond price effects. Too many retrospective merger studies rely heavily on pricing data because they are what is most readily available. However, that limits its usefulness in capturing the many nonprice dimensions of competition that truly inform the antitrust analysis.

In contrast, AI can maximize a preset reward without the need for continual human supervision. The algorithm chooses an action in the environment’s initial state, representing a moment in time, randomly exploring the environment, gathering information about the environment, and developing an optimal policy, and optimizing performance by what data scientists call “expressing the relationship between the value of a state and the values of future states.”

Figure 3: Reinforcement Learning


361. See Karen Hoffman Lent & Kenneth B. Schwartz, A Caution for Retrospective Merger Reviews, MONDAQ (May 29, 2019) https://www.mondaq.com/unitedstates/maprivate-equity/809820/a-caution-for-retrospective-merger-reviews (noting that they are “left to subjective qualitative measures or disregarded entirely”).


363. See Carlton, supra note 360, at 1 (“[R]etrospective studies that ask [only] whether prices went up post merger are surprisingly poor guides for analyzing merger policy.”).

364. See Haney, supra note 296, at 430 (“The reward acts as a feedback mechanism, allowing the agent to learn independent of human training.”).

365. Id. at 437 (describing the Bellman Equation, which defines the optimal policy and allows the agent to consider the reward in its present state as greater relative to similar rewards in future states).

366. RICHARD S. SUTTON, ANDREW G. BARTO, REINFORCEMENT LEARNING: AN
As it continues to the next state, the agent receives a reward and a set of choices, the algorithm selects an action, and the environment returns a reward and the next state.\textsuperscript{367} The reward teaches the algorithm what it should do and is meant to formalize a goal's idea.\textsuperscript{368} Through this iteration, it learns to take actions optimizing a reward, which would be, say, consumer welfare broadly defined.\textsuperscript{369} In essence, the total reward mirrors the legal "algorithm" we call antitrust's rule of reason.

This feature allows the algorithm to navigate dynamic market environments, not to stop the environment before computing.\textsuperscript{370} To the extent variables in its dataset need modification, AI training techniques use autoencoders to update word embeddings, machine translation, document clustering, sentiment analysis, and paraphrase detection.\textsuperscript{371} Stacking autoencoders on top of each other allows the first autoencoder to focus on encoding features at one level of abstraction.\textsuperscript{372} The next autoencoder uses the earlier output to recognize fact patterns and focus on encoding more abstract features.\textsuperscript{373} Defining features broadly helps avoid overfitting, which happens when the learner fits the function to the data.\textsuperscript{374} Overfitting also happens in legal reasoning when one ties a rule to the facts. The solution is to include more examples in training and testing the function against other test examples.\textsuperscript{375}

Importantly, the algorithm's goal is to maximize its total reward rather than the reward for its immediate state, allowing it to achieve both static and dynamic efficiency goals.\textsuperscript{376} Like IBM's DeepMind playing chess, winning the game would be the reward. It makes it more likely to account for intertemporal analysis and counterfactuals such as those found in nascent acquisition or intellectual property.
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cases. Chicagoan judges manage the inherent indeterminacy of counterfactuals by favoring intellectual property rights owners. The algorithm may do so, too, making sacrifices to static gains to increase the probability of winning the overall game. However, unlike those Chicagoan judges, the algorithm can reach a much more informed conclusion because it can cogitate the data in ways that human judges cannot. In this way, the algorithm can actively challenge over-optimistic pronouncements about unproven technology or future market conditions. 377 There is yet another benefit to AI adjudication. Courts applying the rule of reason typically ignore the defendant’s justifications until plaintiffs produce sufficient evidence of anticompetitive harm, an approach that may lead to excessive false negatives. 378 Defendants have even argued that two polar opposite effects were both pro-competitive. 379 As a matter of law, evaluating competitive harm is inconsistent with a sliding scale approach to the burden of proof, which evaluates all relevant evidence. 380 Algorithmic antitrust can allow courts to find the absence of cognizable justification strengthens a presumption of harm.

What happens when probabilities are indeterminate? 381 Without knowing the options, no system can predict the risk of any particular path. 382 Here, scholars are optimistic that most parametric evidence relevant to a rule of reason analyses can be identified either qualitatively or quantitatively. 383 For instance, Hovenkamp took Chicago’s reluctance to engage in bean-counting to task, arguing cost reductions or quality improvements can “measured by computing changes in production or distribution costs, multiplied by the predicted number of production units to which the new technology will apply,” since every firm must have a means for determining whether


378. See Gavil & Salop, supra note 248, at 20.

379. See e.g., United States v. N.D. Hosp. Ass’n, 640 F. Supp. 1028, 1038 (D.N.D. 1986) (noting that a hospital argued it needed to prevent one group of customers from subsidizing another group).
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383. See John M. Yun, Are We Dropping the Crystal Ball? Understanding Nascent & Potential Competition in Antitrust, 104 MARQ. L. REV. 613, 639 (“The real world is messy and measuring performance is no simple exercise. That being said, it can be done.”).
investments in new technology or processes, or whether a contemplated merger would be worthwhile in dollar terms. 384

Similarly, uncertainty about the future can be calculated and managed as risk, essentially a bounded prediction. 385 It involves breaking down the likelihood of occurrence into probabilities. Analytical techniques or additional information can transform uncertainty into calculable risk. If that is difficult, one can substitute other decision-making methods for cost-benefit analysis, including extrapolating from the past, heuristics, and benchmarking. 386 Professor Frank Knight distinguished between risk and uncertainty in decision making. 387 Knight recognized that the future may be unknowable but could estimate the probability of outcomes with certainty and pick an optimal path among possible outcomes. 388

AI can also factor in volatility, a proxy of risk usually depicted by the statistical concept of standard deviation. Volatility is easy to calculate and straightforward to understand and compare. On the other hand, it does not distinguish between upside and downside volatility. Risk-adjusted return measures ranked based on their return history show whether returns to the intellectual property right owner have been high enough to compensate for the risk. 389

Of course, instructing the AI to identify a successful or unsuccessful outcome is less straightforward than a “win” in Go or chess. Ideology embedded in case law can make it challenging to accord appropriate weights to factors. 390 However, by curating, synthesizing, and refining the applicable law, AI can dampen ideological swings while minimizing errors as judges employ algorithms that are constantly retraining themselves through

384. Herbert Hovenkamp, Antitrust Harm and Causation, 99 WASH. U. L. REV. 787, 48–49 (“As with any predictive science, estimating productive efficiency gains from a particular investment involves assumptions that may not always obtain, but to say that these changes are incapable of measurement, as Bork did, is simply not the way firms make decisions.”).
387. KNIGHT, supra note 381.
388. Id.
simulations in the same way AlphaGo Zero did. The algorithm can run potential decisions through predictive pathways and judges can verify if their intended judgment will give the results they intend.

Parties will need to do their part, presenting data to support the narratives they wish to advance. The data will be governed by the usual federal rules of evidence. Where they are lacking, such as the "value of technology," parties will need to make the normative case to the judge for what that should encompass as they have done. How we set payoffs, particularly without markets to provide valuations (e.g., assessments of "good" outcomes – e.g., what access of patented technology is worth) may be challenging, but as futurecasting algorithms gain additional knowledge about the probabilities of occurrence, ambiguity disappears, and the choices become clearer. AI scoring tools can then help to standardize concepts against technical and commercial criteria, curating data on the value of technology, anticipated short and long-term implications, and the likelihood of commercial success. In such instances, judges need to articulate what kinds of corrections to precedent are warranted, so AI learning does not increase biases rather than reduce them.

In sum, the beauty of algorithm antitrust is that it can reach outcomes we cannot define in advance of the AI being run as "good" or "better" as the untrained neural network interrogates itself via the process of trial and error. Programming the AI to maximize reward in a predetermined environment allows it to directly optimize policy performance rather than learning from old data by updating the agent's policy using good estimates of a particular policy's advantage relative to another policy. The maximization process is dynamic, with the AI capable of scouring options to optimize the best rewards under the given circumstances, mirroring how courts operationalize antitrust policy—computing the expected reward from executing a policy in a given environment. That reward could be wider access to a vaccine at a sustainable price to the patent owner, access to FRAND technology without licensing restraints imposed by
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a dominant patent owner, or allowing the acquisition of nascent technology. The difference here, as compared to analysis without AI, is that by controlling the variables, reinforcement learning allows the iterative process of updating those policies to converge on an optimal policy and optimal value function through a finite number of iterations. In this way, AI can help generalize market information to help judges better assess predictions about intervention and achieve policy goals by formulating better antitrust rules.

The algorithm randomly plays out certain results, learns, if necessary, with input from data scientists in each iteration, adjusts its weights and parameters, and chooses advantageous moves with increasing finesse. The feedback loop causes the algorithm's nodes to change their weights, so case precedents refined by new case law and market data may eventually yield a different, better outcome over time. It allows adjudicating to become less a question of "ideology plus facts plus law equal the outcome," and more a question of whether the data supports the legal outcome that the parties or, if on appeal, one that the lower court advanced.

3. A Reasoned Shift Toward Per Se?

Formulating optimal legal rules require judges to balance expected consumer welfare harm from "false positive" errors (i.e., prohibiting beneficial conduct) versus "false negative" errors (i.e., permitting harmful conduct). This task requires judges to access information on the frequency and impact of the error, the likelihood of deterrence, and the cost to the administrative process. Judges then assign a probability value to the likelihood of anticompetitive harm occurring may anchor based on their own past bias or assess the other event happening probability. For instance, they may assign
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402. See generally Amos Tversky & Daniel Kahneman, Judgment Under Uncertainty: Heuristics and Biases, 185 SCIENCE 1124, 1128 (1974) (discussing the evaluation of probabilistic outcomes). Discussing how judges might evaluate probability, Daniel Crane writes:

Judges or regulators asked to decide on the absolute probability that a merger will produce anticompetitive effects might tend to lowball the probability because of a general skeptical
the probability of harm occurring based on whether they think defendants may lose their incentive to innovate if forced to grant access to its proprietary technology.\textsuperscript{403} They may also be swayed to insist that the plaintiffs debunk the defendants' purported efficiencies from an offending restriction even before defendants have carried their burden in proving that the restriction is warranted.

Presumptions like per se rules help judges set evidentiary burdens when applying the rule of reason based on logic, experience, and economic evidence about the industry and the category of conduct.\textsuperscript{404} As Professors Andrew Gavil and Steve Salop observe, "[c]ertain evidence may not be reasonably available or will be unreliable because it (i) too often signals an erroneous conclusion, or (ii) is too likely subject to confusion, misinterpretation, or bias by the trial court or jury."\textsuperscript{405}

Chicagoan wisdom peeled back courts' ability to rely on the per se rule, counseling that judges employing the rule of reason should limit the amount of information necessary to evaluate competitive effect since juggling more information risked more errors.\textsuperscript{406} However, what conduct is considered "suboptimal" is circular, absent moralizing that courts sometimes avoid, since it depends on whether the conduct is on inclination as to proof of speculative future events but raise their estimate of the probability of harms if asked to assess that probability at the same time that they were assessing the probability of efficiencies.


\textsuperscript{403} See e.g., Daryl Lim, \textit{Predictive Analytics}, 51 Loy. U. Chi. L.J. 161, 216 (2019).
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balance harmful, which is exactly the empirical question courts cannot balance in the abstract. In contrast, per se rules define certain conduct as harmful without proving harm or engaging in balancing. Getting rid of per se rules stole courts' ability to define conduct that was potentially harmful in the first instance, without the need to engage in empirical analysis.

AI allows judges to gradually broaden the instances when it might be appropriate to apply per se rules of illegality and legality. They can now rely on computing muscle and a trove of data analytics to confidently assume that a confluence of certain facts would likely result in anticompetitive harm. AI can help keep the weighting of the probability of events consistent while adjusting weights in the data sets based on new economic evidence to reward producers who best serve consumer wants without requiring courts to act as central planners.407

With nascent competition, AI predicts the impact of “killer acquisitions,” run simulations to determine optimal contestability conditions and better map synergies that affect innovation pathways by tracing user adoption of the technology.408 Empirically, only about 7% of pharmaceutical acquisitions fall within the “kill zone.”409 What happens when the AI system indicates a “killer acquisition” that would squelch nascent competition?

One possibility is for the court to shift the burden of proof to defendants as is done with the quick look approach.410 This heuristic recognizes instances where the likelihood of harm warrants place on defendants, who have both comparative advantage and the incentive to prove that their conduct generates the efficiencies they claim, proving those claims.411 Scholars advocate having acquirers prove the benefits and efficiencies of the transaction to safeguard against killer acquisitions.412 With the burden of production, the idea is that the party with the best incentive and information to assist the court should be the one task to produce that information. The acquirer, however, may not have sufficiently compelling data to demonstrate the transaction will be pro-competitive. The high degree of market power and profit margins in markets where killer acquisitions are a

407. See supra, Part II.B.
408. See supra, Part II.B.
409. See supra, Part II.B.
411. Id.
concern would diminish over-enforcement concerns. 413

Thus, in appropriate instances, courts can either shift the burden of proof to the antitrust defendant, per Senator Klobuchar's proposed bill, but without the obstacle of congressional gridlock, 414 prohibit, or allow the restraint outright. The difference is that with AI, courts can confidently employ legal heuristics like per se rules and the quick look approach. But who would take the lead in developing algorithmic antitrust? We answer this question next.

B. Testbeds for Revolution

To bring an algorithm for antitrust adjudication from concept to reality, human-AI teams will need to define the parameters of "harm to competition," assessing whether it is more or less likely from a particular set of conditions, and then stress testing and refining those results. In this way, AI can help shift antitrust adjudication from ideology to empirics. One agency that could help is the FTC. FTC Commissioner Chopra and Professor Khan observed that "Congress envisioned that the Commission's data collection from market participants would ensure that the agency stayed abreast of evolving business practices and market trends and that it would use this expertise to establish market-wide standards clarifying what practices constituted an 'unfair method of competition,' even as the market evolved." 415

Congress enacted the Federal Trade Commission Act to create an administrative agency specifically tasked with shaping antitrust rules and answering the legislature. 416 It intended the FTC to be an expert administrative agency to collect confidential business information and conduct industry studies. 417 In doing so, Congress endowed the FTC with expansive information-gathering power and a mandate to police "unfair methods of competition." 418 The FTC would continuously track
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413. Id. ("[A]llowing a company such as Google, which already has a 'a zillion applications', to acquire yet another application has limited social benefit compared to stopping Google from acquiring a smaller business that could go on to become its next competitor.").


415. Chopra & Khan, supra note 27, at 364.


417. 15 U.S.C. § 46(b) (2018) (authorizing the FTC to require corporations to file informational reports regarding the company's "organization, business, conduct, practices, management, and relation to other corporations").

business conduct and “make explicit those unexpressed standards of fair dealing” that Congress outlined.419

In the 1960s and 1970s, the FTC improved its substantive processes and the quality of its competition and consumer protection analysis.420 In doing so, it re-invigorated its antitrust enforcement policy in response to complaints the agency was in decay and failed to address matters of economic importance.421 In 2002, the FTC concluded that pay-for-delay settlements impeded generic drug entry.422 These settlements deviated from tested fact patterns previously condemned by courts, and its studies ultimately helped sway the Supreme Court in Actavis.423

What happens when companies do not voluntarily disclose information regarding their internal documents that identify illegal activity? Section 6(b) of the FTC Act empowers the FTC to require entities to file “annual or special . . . reports or answers in writing to specific questions” to provide information about the entity’s “organization, business, conduct, practices, management, and relation to other corporations, partnerships, and individuals.”424 If a party fails to comply with a 6(b) order after receiving a notice of default from the Commission, the Commission may commence suit in federal court.425 After the expiration of a thirty-day grace period, a defaulting party is liable for a penalty for each day of noncompliance.426 The Commission’s 6(b) authority also enables it to conduct wide-ranging studies that do not have a specific law enforcement purpose.427 An example is the Commission’s October 2016 report on “Patent Assertion Entity Activity.”428

419. Averitt, supra note 416, at 237.
420. Jones & Kovacic, supra note 107, at 231.
422. FED. TRADE COMM’N, GENERIC DRUG ENTRY PRIOR TO PATENT EXPIRATION: AN FTC STUDY, at i (July 2002), [https://perma.cc/A2US-Y8RG].
423. See Fed. Trade Comm’n v. Actavis, Inc., 570 U.S. 136, 157 (2013) (“[T]he Commission has referred to studies showing that reverse payment agreements are associated with the presence of higher-than-competitive profits—a strong indication of market power.”).
426. Id.; 16 C.F.R. § 1.98(f) (2022).
427. 15 U.S.C. § 46(f) (2018) (authorizing the FTC to “make public from time to time” portions of the information that it obtains, where disclosure would serve the public interest).
The FTC is familiar with the challenges presented by data and algorithms to make decisions about consumers. It has brought cases involving AI and automated decision-making and used its rule-making authority to prohibit unfair and deceptive practices to address consumer injury arising from the use of AI and automated decision-making.\textsuperscript{429} In 2016, the FTC issued a report titled \textit{Big Data: A Tool for Inclusion or Exclusion?}, advising companies using AI to reduce the opportunity for bias, and in 2018 held hearings to understand the competitive impact of AI on predictive analytics.\textsuperscript{430} Properly deployed, the FTC’s powerful resources can make a useful contribution to make algorithmic antitrust an operational reality.

In an article provocatively titled \textit{Can AI Replace the FTC?}, Giovanna Massarotto and Ashwin Ittoo developed and used existing AI techniques based on an unsupervised approach to discover underlying patterns from past antitrust cases classified by commuting similarity.\textsuperscript{431} They conclude that “teaching antitrust to an algorithm is possible” and “having an increasingly fast and uniform way to enforce antitrust principles is fundamental as we move into a new digital economic transformation.”\textsuperscript{432}

Using reported cases, Massarotto and Ittoo “extracted data regarding: a) the year; b) the name of the proceeding (which usually identifies the parties involved); c) the affected industry; d) the investigated anticompetitive conduct; e) the adopted remedies.”\textsuperscript{433} They visualized correlations according to a heat map, displayed in Figure 4. The greener the cell, the higher the correlation.\textsuperscript{434} The study found that “cases from the data/computer industry were generally clustered with those in the healthcare industry, suggesting that these industries raise the similar antitrust concerns.”\textsuperscript{435}

Moreover, the algorithm “clustered cases whereby conspiracy, the most detected conduct, is strictly related to the exchange of information, and as a consequence, the ‘limitation in the exchange of information’ is recommended as one of the most common remedy.”\textsuperscript{436}

\textsuperscript{430} Id.
\textsuperscript{432} Id. at 1.
\textsuperscript{433} Id. at 9.
\textsuperscript{434} Id. at 12 (“[E]ach variable is highly correlated to itself, which is natural. Furthermore, the heat map revealed no apparent correlation among variables, which do not warrant further multi-collinearity tests.”).
\textsuperscript{435} Id. at 2.
\textsuperscript{436} Id.
They conclude that “AI techniques can turn out as a valuable tool for the USA antitrust regulator. Companies can also benefit from AI techniques as they make more predictable what can be and cannot be considered anticompetitive and possible remedies to adopt if some anticompetitive practices are detected.”

Thus while AI cannot replace human adjudicators, like global positioning systems on our smartphones, the technology can help them better make sense of new terrain by combining and processing relevant data.

![Figure 4: Heat Map with Variable Correlations](image)

Another possible testbed for developing algorithmic antitrust is academia. Launched in January 2021, Stanford University Codex Center’s “Computational Antitrust” project aims to use legal informatics to navigate complex and dynamic markets by automating antitrust procedures and improving antitrust analysis.
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437. Id. at 34.
438. Id. at 13.
439. Stanford Ctr. for Legal Informatics, *Computational Antitrust Project*. 
ANTITRUST'S AI REVOLUTION

Project aims to provide companies with compliance tools to lead to better-informed decisions. The project has already attracted admirers, with the Justice Department announcing its participation shortly after the launch, and no less than thirty-five academics from law, computer science, and economics, as well as developers, policymakers, and antitrust agencies from around the world, have committed to harnessing technology and automation to improve antitrust enforcement.

Project Leader Thibault Schrepel envisions "computational antitrust" forensically identifying illegal intent through companies' internal documents and creating new channels for the automated transmission of data between companies to agencies. Schrepel is also optimistic that AI will streamline comparing "large data sets across different periods and industries to detect anomalies," "enable market players to conduct more thorough internal audits," enable agencies to assess remedies and consumer welfare, and "understand what conditions had allowed the emergence of new players when the market was deemed to have tipped."

So far, I have explained the promise of algorithmic antitrust, its mechanics, and how it can be used to formulate better antitrust rules. However, when AI adopts obscure decision-making models to carry on their decision processes, some or all their processes occur in a "black box." How the algorithm arrived at a recommendation may be unexplainable, giving rise to concerns over bias (in selecting the data and interpreting the results) and transparency in that process. 

CODEX, https://law.stanford.edu/codex-the-stanford-center-for-legal-informatics/computational-antitrust-project/ (last visited Feb. 28, 2022) ("The implementation of computational methods can indeed contribute to maintain and improve antitrust agencies' ability to detect, analyze, and remedy anticompetitive practices. Furthermore, these tools can also simplify merger control and related procedures.").
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443. Id. at 7.

444. Id. ("In the future, one could imagine the design of new tools for assessing compliance with antitrust laws (almost instantaneously). ").

445. Id. at 10.

446. See, e.g., Yavar Bathae, The Artificial Intelligence Black Box and the Failure of Intent and Causation, 31 HARV. J.L. & TECH. 889, 907 (2018) ("To be sure, we may be able to tell what the AI's overarching goal was, but black-box AI may do things in ways the creators of the AI may not understand or be able to predict.").

447. Id.
Relevant training data may also be scarce.

III. ADDRESSING IMPLEMENTATION CHALLENGES

For antitrust law to properly integrate AI, it must enjoy a degree of legitimacy both among those who use it and those governed by it. Being a social enterprise, the law requires such agreement as a precondition to its existence. In getting down to the brass tacks, this Part confronts well-known concerns with AI deployment: bias, accountability, and data availability. It explains that these concerns, while legitimate, can be significantly mitigated or, in some cases, comprehensively addressed.

A. Bias, Transparency, and Accountability

Humans are not designed to process vast amounts of qualitative data, a problem the economic literature calls “bounded rationality.”\textsuperscript{448} They rely on heuristics such as ideology to navigate the world,\textsuperscript{449} shaped by personal experiences, beliefs, and biology.\textsuperscript{450} Coding is not value-neutral, and biases may seep into the algorithmic code, filtering into training data and the weights judges may assign to the algorithm.\textsuperscript{451}

\begin{footnotesize}
\begin{enumerate}
\item[448.] Expanding on the meaning of “bounded rationality,” Shyamkrishna Balganesh writes:
\begin{quote}
Foreseeability connects ... to the notion of bounded rationality. When certain events or consequences are unlikely to have formed a significant part of an actor's decisions for an action, the law characterizes them as unforeseeable and avoids attributing them to the actor. In economic terms, foreseeability thus enables courts to distinguish between events that are likely to have formed part of an actor's ex ante incentives for action and those that are unlikely to have done so, thereby restricting recovery to the former alone.
\end{quote}
\end{enumerate}
\end{footnotesize}


\item[449.] \textit{See supra} Part I.A.

\item[450.] Cahoy, \textit{supra} note 124, at 13.

\item[451.] \textit{See} Dan L. Burk, \textit{Algorithmic Fair Use}, 86 U. CHI. L. REV. 283, 283 (2019) (noting that “the design values embedded in algorithms will inevitably become embedded in public behavior and consciousness,” thus replicating the system designer’s biases or opinions.); \textit{see also} David Lehr & Paul Ohm, \textit{Playing with the Data: What Legal Scholars Should Learn About Machine Learning}, 51 U.C. DAVIS L. REV.
Our inability to explain how AI makes decisions may impede its adoption in antitrust adjudication. Scholars have converged on algorithmic biases in just a few short years, highlighting for debate a wide scope of topics, including automation, datafication, surveillance, and profiling loan credit risk and criminal recidivism based on race. For instance, one study revealed that COMPAS, an algorithm-based program used to predict recidivism, was “somewhat more accurate than a coin flip.” The program “turned up significant racial disparities” in “false flag[ing] black defendants as future criminals, wrongly labeling them this way at almost twice the rate as white defendants. White defendants were mislabeled as low risk more often than black defendants.”

Professor Andrew Selbst expressed concern that using AI in adjudication exchanges one problem, bounded rationality, for another—the inability to oversee or completely understand how AI makes decisions. Sophisticated algorithms are too complicated to be read and evaluated even by data scientists and software engineers. Moreover, the massive scale of datasets makes it hard to scrutinize their contents and perpetuate algorithmic bias thoroughly.

653. See id.
654. See id.
655. See id.
656. Andrew D. Selbst, Negligence and Ai’s Human Users, 100 B.U. L. Rev. 1315, 1362 (2020) (“For now, there is no legal requirement for the AI system to be interpretable or explainable.”).
657. See, e.g., Bathae, supra note 446, at 907 (“To be sure, we may be able to tell what the AI’s overarching goal was, but black-box AI may do things in ways the creators of the AI may not understand or be able to predict.”).
Training datasets may contain biases and lead to unfair and legally erroneous decisions. For example, a case from the 1970s would likely be Chicagoan, weighing potential losses to dynamic efficiency more than potential gains from the intervention. In contrast, earlier cases may be more Neo-Brandeisian by comparison, favoring small businesses more by a political preference for atomism than economic efficiency. The training data may identify the criteria for evaluation and replicate the problems going forward if based on bad theories. This problem is all the more systemic in reinforcement learning, where the reward may be a biased identification, generating even more bias over time, raising the risk of what Professor Nachbar labeled "snowballing unfairness." Codes will likely be path-dependent, as Nachbar observed, "based on decisions made in previous iterations of the program - prompting a cascading search for purpose." For instance, license terms suggestive of anticompetitive conduct rely on comparing terms and terms previously found to be offensive. The risk is that the algorithm overweighs superficial features from prior enforcement decision-making to entrench idiosyncrasies rather than build precise noncompliance models.

An industry shift toward trade secrets exacerbates the quest for transparency and explainability. A 2014 Supreme Court decision made it difficult for software inventions to receive or retain patent rights, leading software developers, including those in the AI industry, to protect their technology using trade secrets instead. The pivot to trade secrets discourages the disclosure and dissemination of new technology inimical to the patent system. It requires exactly the opposite - a continuing obligation to keep the technology secret, discouraging AI developers from sharing information critical to better auditing its decision-making process. Patent reform to address this has long been in the works, but the end
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460. See e.g., United States v. Aluminum Co. of Am., 148 F.2d 416 (2d Cir. 1945) (favoring an organization of industry in small units which can effectively compete with one another).

461. Nachbar, supra note 269, at 522.

462. Id. at 48.


465. Meghan J. Ryan, Secret Algorithms, IP Rights, and the Public Interest, 21 NEV. L. J., 61, 106 ("The availability of patents for software is also currently unpredictable, but loosening subject matter eligibility restrictions on software patents could perhaps improve predictability here, as well as further transparency goals.")
is nowhere in sight.466

Professor Meghan Ryan argued that “[w]ithout access to the
details of the computerized algorithms providing incriminating
evidence against them, these defendants lack the opportunity to
challenge this incriminating evidence that poses real questions of
accuracy, not to mention bias.”467 Ryan further observes that “the
secrecy surrounding these algorithms that affect the dispositions of
criminal cases and criminal defendants’ futures goes beyond shocking
and may even amount to constitutional violations.”468

Before rejecting AI adoption on the grounds of transparency,
however, it is helpful to recall that antitrust’s rule of reason itself is a
black box.469 Human decision-making is not significantly more
accountable than AI either. Indeed, it may even be less so since
thought processes occur within the private space between our ears.
Courts operating on ideology may write for justification and not for
explanation. This conclusion discounts the precedents’ value as
accurately revealing the facts that the legal principles within those
precedents are supposed to operate on. In contrast, AI decision-
making may provide a better forum for stakeholders to improve the
process once known that the algorithm produces systematically
problematic outcomes.470

The temptation to dumb down AI simply to further explainability
should similarly be avoided. The lack of explainability is a feature of
AI’s ability to recognize connections not obvious to humans, and
indeed the purpose of using them in the first place.471 While dumbing
donw AI can make it more parsable, that has its own set of problems
- the algorithm may become less effective or more vulnerable to
 gaming and adversarial learning by regulated parties.472 Moreover,
judges employ well-established remedies when issuing protective
orders to safeguard litigants’ trade secrets during litigation, including
making the algorithm available for in-camera examination or making
it available under seal.473 Finally, full disclosure of a system’s source
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466. See generally Lim, supra note 464.
467. Ryan, supra note 465, at 65, 88 (stating that “the true accuracy of these tools
often remains unknown”).
468. Id. at 25.
469. See infra Part I.A.
470. See Stucke, supra note 306, at 1461–66 (describing the difficulty of rule of
reason analysis today).
471. Selbst, supra note 456, at 1362 (“If we did not think that these nonintuitive
relationships were commonly discoverable by AI, there would be less motivation to use
AI in the first place.”).
472. See ENGSTROM ET AL., supra note 324, at 86.
473. See, e.g., FED. R. CIV. P. 26(c)(1)(G) (stating that “[t]he court may, for good
cause, issue an order to protect a party or person . . . [by] requiring that a trade secret
or other confidential research, development, or commercial information not be
code and data is pointless if judges lack the technical understanding necessary to make sense of them.

Ultimately, some bias is inevitable and should be tolerated. The nature of employing standards like the rule of reason is that the adjudicator must make some value judgment. For instance, in one copyright case, the Eleventh Circuit criticized the lower court for assessing fair use factors formulaically because “fair use is not a mechanical determination.” 474 Similarly, in the antitrust context, FTC Commissioner Rebecca Slaughter “had long found it “bizarre” that antitrust enforcement in the United States has often striven to be “value-neutral.” 475 She points out that any decision to bring an enforcement action will affect consumers, making it impossible for enforcement to be value-neutral. 476 Every policy priority rests on values, such as when criminal prosecutors prioritize enforcement against violent criminals rather than immigrants. Similarly, every decision requires an agency or court to pick winners and losers. The better approach, argued by Slaughter, is to be aware of those winners and losers and the impact antitrust enforcement has on them. 477

For these reasons, those seeking algorithmic transparency may find algorithmic accountability both a more realistic and helpful goal. 478 Accountability attempts to explain what both the algorithms and their users seek to achieve. 479 It is a well-developed concept in the law. Consider anti-discriminatory rules that seek accountability through explainability by interrogating decision-makers on whether outcomes are justified. 480 Judges designed doctrines such as the


476. Id.

477. Id.

478. Nachbar, supra note 269, at 557 (“Providing that incentive for accountability rather than requiring unattainable transparency, should be the goal in regulating computational decision-makers.”).

479. Id. at 558 (“Delegation to computational decision-makers may require us to confront many of the things that have been implicit and unspoken in our own human decision-making.”).

480. Courts routinely examine cases of alleged discrimination under Title VII of the Civil Rights Act of 1964. See, e.g., Section 703(a)(1) (prohibiting an employer from “discriminat[ing] against any individual with respect to his compensation, terms, conditions, or privileges of employment, because of such individual’s race, color, religion, sex, or national origin”); see also Texas Dep’t of Cmty. Affs. v. Burdines, 450 U.S. 248, 252–53 (1981); Graham v. Long Island R.R., 230 F.3d 34, 38 (2d Cir. 2012);
McDonnell Douglas burden-shifting framework and the Griggs’ approach to disparate impact precisely to determine whether a justifiable reason exists for a facially discriminatory practice. Whether a justification exists says nothing about whether and to what extent they relied on them in making their decision. So should antitrust law.

With algorithmic antitrust, we can use an interpretable model and substituting components in the system with the more interpretable facets. Decision trees used in AI analyses reliably track how courts apply legal standards to facts. Decision trees are composed of internal nodes representing tests on features or attributes, with each branch representing a possible outcome. The path from roots to leaves represents the classification rules. The algorithm typically uses “if-then rules,” where the “if” clause combines conditions on the input variables.

Consider the Monte Carlo Tree Search (MCTS), which explores possible case outcomes options and narrowing down those options based on how well they can maximize desired outcomes (see Figure 5 below). An automated algorithmic checker predicts based on definable features such as case law and data pertinent to the facts into nodes, providing accountability. Like their namesakes, they leave a trail of decisions in their wake, which like modern vote-counting machines, can be applied manually if necessary. The algorithm employs a “lookahead” to utilize deep neural networks to correctly maintain the tradeoff between exploring new sequences of outcomes.


482. See McJohn & McJohn, supra note 400, at 146 (“A decision tree could conceivably track the factors identified by the Copyright Act and big three fair use judicial decisions ... The tree would be reliable if it produced leaf nodes with reliable classification.”).

483. See Guidotti, supra note 39, at 13–14.

484. See id. at 13.

485. See id. at 13–14.

486. Guest Contributor, Why DeepMind AlphaGo Zero is a Game Changer for AI Research, PACKT (May 9, 2019), https://hub.packtpub.com/deepmind-alphago-zero-game-changer-for-ai-research#:~:text=AlphaGo%20Zero's%20strategies%20were%20self,lesser%20processing%20power%20than%20AlphaGo.

487. See McJohn & McJohn, supra note 400, at 147 (“If machine learning could produce a reliable decision tree for fair use, then, it would have perfect transparency.”).

488. GÉRON, supra note 343, at 181.
or explore already-explored sequences more deeply. The algorithm can constantly be made smarter by performing MCTS-based lookahead and use the results of that lookahead to upgrade the agent, allowing the algorithm to improve even when data may be scarce, an issue which Part IIIB explores in more detail.

Figure 4: A Monte Carlo Tree Search

The rule of reason also follows a logical sequence, allowing each step to be coded, disaggregated, and individually assessed by courts and data scientists. As the algorithm sorts through the data, decision trees can analyze and predict whether the facts lean toward a case being anticompetitive, qualifying predictions with a probability than other cases sharing similar attributes. Once the algorithm generates a decision tree forest, all the trees' average gives a probability for the outcome. Even as far back as 2004, decision tree analysis outperformed predicting affirmance rates than a panel of legal experts.

Decision trees can also provide courts with the ability to assess consumer welfare and counterfactuals parties present to the court. For instance, in 2017, Vanderbilt University and Florida State University used a decision tree algorithm to study suicide

489. See Guest Contributor, supra note 486.
490. Id.
491. Andrew D. Martin et al., Competing Approaches to Predicting Supreme Court Decision Making, 2 Persps. On Polis. 761 (2004).
492. See Guidotti, supra note 39, at 21.
The researchers used a dataset of 5,000 patients with a history of self-injury to predict, based on 1,300 different characteristics. They determined the likelihood patients would commit suicide based on age, gender, and various aspects of their medical histories. When tested against real-world outcomes, if the algorithm predicted that a person had a fifty-percent chance or higher of committing suicide, they did seventy-nine percent of the time. When the algorithm predicted the chances were less than 50%, it only happened 5% of the time.

As with any tool, decision trees have their limitations. Compared to other AI techniques, they have relatively high data demands since good predictions require many different trees to deliver a statistically significant average from them all. Variations in the training data can skew results. Data scientists may need to preprocess the training data by tagging or finding attributes by clustering or other approaches. They are also less effective when fed with images or text, but only to tabular, relational data, and may require preprocessing.

To complement techniques like decision trees, an open governance structure that allows some audit of the underlying algorithms and datasets will also be critical to accountability. Open governance frameworks can prospectively benchmark AI tools by reserving a random hold-out sample of cases for judges to decide, providing critical information to smoke out when an algorithm has gone astray or “automation bias” has led decision-makers excessively to defer to an algorithm. For example, in the European Union, dominant tech companies must soon explain how their algorithms work and open up ad archives to both regulators and researchers to shed light on how these algorithms work and make sure that companies are accountable for their decisions. Likewise, algorithms used in antitrust
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adjudication must also be subject to audits to ensure they are accountable, if not transparent, within reasonable limits.

Done well, algocracy will help minimize biases from human decision-making without compounding those biases with its own. In the years ahead, ethics teams will likely become an essential department in antitrust agencies and economic consultancies such as finance, legal, marketing, and human resource departments. These teams can help decision-makers weigh benefits and harms of AI procedures and recommendations, flag their implications, develop guidelines, and help clarify ethical conflicts.

Finally, technological progress will increasingly minimize tradeoffs between accountability and efficacy. In 2021, MIT researchers developed flexible algorithms that learn on the job. Dubbed “liquid” networks, they change underlying equations to adapt to new data inputs continuously. This advance could aid decision-making based on data streams that change over time, so they do in many of the dynamic markets antitrust governs. Moreover, the network is more interpretable by changing the representation of a neuron with differential equations, and data scientists can explore complexity not found in other more sophisticated algorithms. These expressive neurons make it easier to peer into the “black box” of the network’s decision-making and determine why it made a recommendation.

In sum, AI can chart antitrust law over time and help covert the rule of reason into a more transparent rules-based system. In so doing, AI introduces more predictability and clarity into the rule of reason analysis that will help compliance and refinement of those rules. Rules-based systems operate using explicit, pre-defined criteria that are not necessarily executed in a specified order. Explicit rules help determine the criteria they use to make decisions. Judges adjudicating using AI can help provide checklists to delineate prohibited and permitted conduct, making compliance less a leap of “hunch, faith, and intuition” and empowering businesses who depend on clear rules to confidently make informed decisions.

504. Lim & Chan, supra note 45.
506. Id.
507. Id.
508. Id.
B. Data Scarcity

The impressive results we often read about in AI rests on the massive data sets data scientists use to train them. Finding sufficient usable data is key to antitrust's algorithmic revolution.\(^{509}\) To achieve "acceptable performance," data scientists estimate that a dataset typically requires ten million labeled examples to match or exceed human performance.\(^{510}\) Overlapping with the earlier discussion, data scarcity may give rise to bias, which occurs when the dataset is underinclusive or when the dataset captures an under-representative sample of all the antitrust violations that do occur.\(^{511}\)

Datasets used in the law are comparatively scarcer than pictures of dogs, handwriting samples, or chess games used to train image classifiers because they are more variegated and not all presented in the same format. Antitrust evidence comprises of case law, market data, expert opinions, and the like. Documents may not be in a machine-readable format or require pre-processing. The law itself may also limit collection, storage, and data use, such as those governing data protection and privacy. Data can also be challenging to find because individuals who do not directly benefit from providing it must cooperate and may not provide it for fear of being implicated. In this regard, extending existing antitrust leniency programs to cover data provision would help address these concerns. Addressing data scarcity is complex, but it can be done by focusing on two key principles.

First, the perfect is the enemy of the good. Westlaw reveals that between 1920 and 2020, there are over 10,000 reported antitrust decisions from the district courts, circuit courts of appeal, and the Supreme Court.\(^{512}\) Compared to a textbook example of image classification datasets with 60,000 images, at first glance, 10,000 may seem small.\(^{513}\) However, each case contains dozens, if not hundreds, of variables that algorithms can parse through and map. The total number of datapoints is therefore many times more than 10,000.
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509. McJohn & McJohn, supra note 400, at 139 ("Perhaps the greatest difficulty in applying machine learning to the domain of law, as discussed above, is the need for sufficient data and for that data to come in a form amenable to the various techniques of machine learning.").


511. See GÉRON, supra note 343, at 22–23.

512. Based on a Westlaw search by "Cases by Topic" for cases between January 1, 1901 and December 31, 2020.

Moreover, compared to other standards-based areas of the law that scholars have presented for AI adjudication, such as fair use, which has a few hundred reported cases over a similar period, antitrust is a more promising candidate. The algorithm might not recognize anticompetitive conduct with the same level of accuracy as it does with dog pictures. Still, it would be a superior alternative to adjudicating the rule of reason based on human cognition’s frailties alone.

Second, AI itself can ameliorate data scarcity. Deep learning generates other examples via dataset augmentation once it has learned to identify features, akin to the Socratic approach of lightly modifying hypotheticals. Consider how IBM’s Deep Blue relied on learning using many thousands of human-played games as examples. In contrast, AlphaZero needed no more than the chess rules and generated its example games to augment its dataset. Like AlphaZero, Amazon’s algorithms predict a buyer’s preferences by finding another browser with the most similar viewing history and then offering the item the second browser liked. This searching obviates both the need for enormous datasets and the need to train them.

Data scientists program AI to generate multiple examples by randomly altering salient factors the same way they augment image datasets with random translations, rotations, and in some cases, flips of the input, evoking Socratic principles, where professors altered hypotheticals to train their students’ ability to identify facts and legal concepts within the source material. Thus, machine learning allows one dataset to be made into many different datasets through resampling—creating new datasets that randomly exclude some of the data. In the Vanderbilt-Florida State study, to create a “new” dataset through resampling, the researchers randomly selected one person out of the full dataset of 5,000 people, 5,000 times. The same person can be selected more than once. Probability means the
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resampled dataset would only use around 3,200 of the 5,000 people in the source dataset; 1,800 people would not get randomly selected. With their resampled dataset, the researchers can generate a new decision tree, which is likely to be slightly different from using the original data.

Like machine learning algorithms, the law relies on analogies. Judges could use the "nearest neighbor" algorithm to search a database of examples to find the most similar case that had been held to violate antitrust law. The outcome is not a legal analysis but rather a prediction, with an acceptable level of accuracy, whether a restraint in a specific factual context would violate antitrust law. It is particularly useful in rule of reason cases, which are resistant to general characterization and finding a close match case may often answer an issue satisfactorily. They could annotate cases automatically to provide a common data structure, as has been done for veterans' claims for disability compensation, as well as contract drafting and interpretation.

Algorithms like these are particularly useful in helping firms with compliance efforts or courts with pretrial motions. "Nearest neighbor" algorithms require no time training once the software is written and requires no general model about what is or is not illegal because it only requires the closest match where examples closest to the test example carry more weight. Once the deep learning algorithm can identify features (such as concepts or taxonomies), then a generative model can produce new, different examples sharing the same features but in a different arrangement.
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These datasets can also exclude outliers and resample the data to minimize ideological skews unsupported by data. In the Vanderbilt-Florida state study, researchers generated five hundred different decision trees. Since the algorithm does all the work, researchers can make thousands of trees or even millions and use unsupervised machine learning techniques to find clusters used as examples that another algorithm can use to learn to classify conceptually linked groups. And since the rule of reason depends on finding similarities between fact patterns, rather than identifying each feature independently, features can be clustered and annotated by a set of shared attributes to provide a standard data structure. One downside to the "nearest neighbor" algorithm is that it requires preprocessing the data to focus on discrete and relatively small features to compare to avoid the algorithm having to scour the entire database to compare every salient feature exhaustively. Despite this limitation, its many upsides make it a candidate for serious consideration.

In sum, bias, accountability, and data availability are well-known concerns with AI deployment. While legitimate, each can be significantly mitigated or, in some cases, comprehensively addressed. If successful, algorithmic antitrust will have important implications that will reverberate beyond merely fixing Chicago's overreach. It will revolutionize antitrust adjudication, help correct systemic bias against plaintiffs, and serve as a useful case study to many other standards-based areas of the law.

IV. BROADER REFLECTIONS ON COMMON THEMES

This Part concludes the discussion by reflecting on the broader implications of algorithmic adjudication beyond antitrust law by discussing atextualism in action, algocracy and the common law, and the implications of plaintiff success to the rule of law.

A. Atextualism in Action

Antitrust law is perhaps the only area where an unelected judiciary makes the law in systemic defiance of democratic norms. The Sherman Act is an example of what Professors Eskridge and Frerejohn called a "super-statute" establishing "a new normative or institutional framework for state policy." This state policy involves
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a common method of adapting statute law to meet challenges by heterogeneous fact patterns. What has filled the statutory void is a fluid meta-conversation between the judges, agencies, attorneys, academics, and Congress about the nature and purpose of antitrust law.

Liberal and conservative judges agree common law decision-making trumps statutory interpretation, diverging only on how to steer that common law reasoning to port. Professors Farber and McDonnell observed that even the most ardent judicial textualists display "casual disregard" for antitrust legislation, and Professor Oldman noted that in antitrust law, judges do not simply fill statutory gaps but have "violat[ed] every conceivable canon of statutory interpretation" along the way.

Surprisingly, liberal judges sometimes apply antitrust law conservatively, and conservative judges do the opposite. For example, in one case, Justice Scalia argued for the "dynamic potential" of the common law since the Sherman Act invokes "the common law itself, and not merely the static content that the common law had assigned to the term in 1890." In contrast, Justice Stevens argued for the Sherman Act to be interpreted "in light of its common law background," mapping pre-Sherman Act common law cases to the facts before them.

The tensions within antitrust law reflect a broader phenomenon non-existent a few decades ago. Areas once thought to be outside the courts' responsibility, such as foreign policy or military force, are the courts' issues. One possibility is that the sheer complexity of

("From the beginning the Court has treated the Sherman Act as a common-law statute... Just as the common law adapts to modern understanding and greater experience, so too does the Sherman Act's prohibition on 'restraint[s] of trade' evolve to meet the dynamics of present economic conditions."). See also Eskridge & Ferejohn, supra note 72.
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regulating life in a modern state means unelected judges must make political choices. Another possibility is the unwillingness to let the political branches make decisions and the resulting anti-regulatory hostility that may manifest as judicial activism.

In either case, how judges do so in antitrust law raises important normative questions about statutory interpretation and the extent that other statutory domains exhibit similarly unappreciated dynamics. Delving within the folds in the law provides a more nuanced understanding of how Congress writes statutes and how courts interpret them. The discovery of new patterns of interpretation and judicial activism or passivity in other areas of the law could provide new insights into statutory interpretation, the separation of powers, the roles of the legislative and judicial branches in antitrust law, each adding to new insights into legal realism in action.

B. Algocracy and the Common Law

AI tools discussed in this Article are powerful analytic methods that can help make the rule of reason more efficient, effective, and predictable. The Supreme Court underscored predictability as a "fundamental principle in our legal system," recognizing "that laws which regulate persons or entities must give fair notice of conduct that is forbidden or required." Yet antitrust law fails to provide predictability to its stakeholders. Ad hoc adjudication makes it hard to institutionalize the very rules courts need to make adjudication less ad hoc. In AI jargon, this approach results in "overfitting" and precludes judges from generalizing past cases to guide new circumstances. Institutionally, this systemic flaw stunts the usefulness of precedents, in turn upending the common law method's purpose and reinforces Chicagoans' skepticism about the relevance of antitrust law as a means of market regulation.
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Algorithmic antitrust may solve many of these problems, but it may create new ones in the process. Like the ever-expanding menu of government applications that perform enforcement and adjudication tasks, new algorithmic governance tools can strengthen the state's coercive power.\textsuperscript{545} Algocracy, or fully automated decision-making, has the corollary of leaving progressively less discretion to judges, and in some cases, displacing them entirely.\textsuperscript{546} Even as we embrace technology, we must be wary that it does not enslave us. AI can help to identify the value judgments but not to decide whether they are good ones. These are normative judgments and will remain in the realm of the discretion of human judges—at least for now.\textsuperscript{547}

Future research could explore establishing internal and external auditing processes, establishing an algorithmic ombudsman, and other regulatory bodies. Scholars could also address important questions beyond this Article's scope, including whether acquisitions and other corporate transactions would become more complicated if we cannot fully explain how algorithms make predictions. And how should human judges and machines make those decisions together? Who resolves conflicts between the two? These concerns extend beyond algorithmic antitrust, and there needs to be a wider participatory process that allows stakeholders to weigh in.\textsuperscript{548}

Another point relates to fairness. Like antitrust itself, AI cannot deliver fairness, except in the broadest sense of the work.\textsuperscript{549} Transparency, while less demanding than fairness, may only be a little more attainable.\textsuperscript{550} As Nachbar argues, "[e]ven if there were universal agreement on what fairness requires, the law is not generally interested in fairness, preferring instead to prohibit certain
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forms of unfairness." 551 As AI continues to permeate legal practice, the task of addressing algocracy and the delegation of judicial discretion in areas like antitrust that are largely shaped by common law will become ever more urgent.

C. Saving the Plaintiff

Professors Andrew Gavil and Steven Salop observed:

[Chicago's] goal of preventing false positives provided a focus for the comparative evaluation of alternative legal rules, and became a barometer for measuring the scope of antitrust prohibitions. This translated into a call for a higher evidentiary burden on plaintiffs in cases alleging exclusionary conduct, which included a requirement of more economic evidence to support competitive harm allegations. 552

Of course, plaintiffs should not have a reasonable chance of succeeding on meritless claims. While Chicago overcorrected, neither Harvard, nor Post-Chicago, nor Neo-Brandeisian antitrust offers a practical path by which plaintiffs can prove cases that have merit. When the numbers show steep declines in their win rates in areas such as substantial similarity not seen elsewhere, the civil justice system must be alert in examining and addressing the causes. 553

Like antitrust plaintiffs, plaintiffs elsewhere face systemic biases that AI may help address. Consider how in a breach of contract suit, plaintiffs must cumulatively show a valid contract that imposes a duty on defendants to act or refrain from acting, and defendants breached their duty in a way that harmed them. 554 By comparison, defendants can rebut each element in multiple ways. 555 The procedural asymmetry between plaintiffs and defendants translates into plaintiffs expending resources to establish each element of their cause of action, while defendants focus on a single ground to defend. 556 Plaintiffs face rigorous scrutiny in their attempt to vindicate their rights. 557
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Rights and duties form the foundation of the American legal system. These include freedom, bodily integrity, property interests, and concomitant obligations that third parties must adhere to. However, rights are not self-enforcing, and rights-holders must have a credible legal means of vindicating them to have any meaning. Work by Professors Gideon Parchomovsky and Alex Stein shows that the "best way to realize the goals of compensation and deterrence is to enable victims to pursue individual justice against those who wronged them." Class actions can deter wrongdoing but provide limited compensation for the wrongdoings' victims. Compensation funds also recompense victims but do little to prevent future wrongs.

Plaintiffs are indispensable to our legal system. They play a pivotal role in exposing misconduct and help the copyright system achieve its policy goals. Erase any meaningful chance of success, and the checks against behavior that stifles market competition will stumble and collapse. Antitrust's AI revolution will give plaintiffs a better basis to overcome Chicagoan misgivings to prove improper, actionable infringement of antitrust law. It may assist others further afield as well. Restoring a reasonable chance of succeeding in litigation to plaintiffs helps preserve public trust in the law, and it is the right thing to do.

CONCLUSION

This Article provides the manifesto on harnessing the power of AI to redesign antitrust adjudication in the years to come. Algorithmic antitrust has immense potential for revolutionizing every aspect of doctrine, policy, and practice. The discussion contained herein makes three important contributions to the literature. First, it explains the roots of antitrust's indeterminacy and systemic bias against plaintiffs. Congress intended antitrust statutes to be expressive and for courts to treat them as such. Understanding antitrust's common-law roots help explain why AI provides the breakthrough. Second, as a forensic
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and predictive tool, AI enables courts to dampen ideological swings, make sense of the complex, dynamic, and fast-moving licensing markets many businesses operate in and harness its ability to model price and innovation effects more precisely. Third, it identifies and addresses key challenges to implementing AI: data accountability, data availability, and data bias.

Using AI to help adjudicate antitrust law may sound arcane or prosaic. In fact, it is revolutionary. The arc of its history shows antitrust law's inherent vulnerability to ideology stampeding facts, law, and data. Current approaches are fundamentally backward-looking and have no effective means of dealing with these symptoms. Few have recognized, much less captured in any substantial detail, the breadth and depth of transformation that AI can bring antitrust adjudication. This new approach presents a new normative paradigm to replace Chicagoan fears of judicial inaptitude and false positives with a truly evidence-based alternative, particularly when dealing with cases involving nascent acquisitions and intellectual property rights. With all that is stake in getting antitrust analysis right, the task at hand is both urgent and immensely important. The time for AI's antitrust revolution is now.